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0 Introduction

Motion by curvature is generally referred as a motion of curves in the plane or surfaces in

space which change its shape in time and depend on its bend, especially on its curvature.

They are also called curvature flows, since one tracks flows of the family of curves and

surfaces parameterized in time. The curvature flow equation is a general term which

describes such flows, and has been investigated by many scientists and mathematicians

since the 1950’s. The crystalline curvature flow equation has been appeared at the end of

1980’s by J. E. Taylor, and S. Angenent and M. E. Gurtin.

This lecture will focus mainly on motion of smooth and piecewise linear curves in the

plane, and touch on a numerical scheme of crystalline curvature flow equation which is a

kind of so-called direct approach. On motion of surfaces, indirect approach (ex. level set

methods), other curvature flows, and physical background, the reader is referred to the

books by Gurtin [18] and Sethian [32], and the surveys by Taylor, Cahn and Handwerker

[38] and Giga [8, 10, 11], and references therein, respectively.

Coming soon! The following two talks will be focused on numerical computation and

asymptotic behavior, respectively. In the following first talk,

Title: On the tangential velocity arising in a crystalline approximation of

evolving plane curves,

Workshop: First Slovak-Japan workshop on Computational Mathematics

(Sep., 9-13, 2006) at Bratislava and Kočovce chateu, Slovakia,

I will talk mainly on the following two points:

• Crystalline curvature flow may approximate curvature flow;

• Crystalline algorithm demonstrates how effective it can be as a numerical scheme.

In particular, we will see that the tangential velocity plays an important role.

In the following second talk,

Title: Asymptotic behavior of solutions to an area-preserving motion by crys-

talline curvature,

Workshop: Czech-Japanese Seminar in Applied Mathematics 2006 (Sep., 14-

16, 2006) at FNSPE CTU in Prague,

I will talk on the asymptotic behavior of the solution polygonal curve of the evolution

equation (4.3) in section 4 with some numerical simulations in section 5.
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1 Curvature flow equations

To catch mathematical characteristics of curvature flows, we shall formulate the typical

problem. Let us consider a curve Γ(t) in the plane R2 parameterized by time t. We mainly

focus on embedded and closed curve, and sometimes mention the case where curves are

immersed. In any cases, Γ(t) is assumed to be orientable.

Note: For example, “∞-like” curve in non-orientable. Although we can calculate evolu-

tion of such curve, it is open to interpretation [37].

Plane curves. In the case where Γ(t) is a simple, closed and smooth curve, positive

direction is assumed to be anticlockwise, i.e., the direction moving on the curve Γ(t) with

the enclosed region on one’s left. By n we denote the unit outward normal vector of Γ(t),

and by V we denote the growth speed at each point of Γ(t) in the direction of n. In what

follows, we will mainly discuss the normal velocity V depending on the normal vector n

and the curvature K in the direction of −n. The signed convention of the curvature K

is that K = 1 if and only if Γ(t) is the unit circle. See Figure 1.

K > 0

K < 0
n

positive direction

Figure 1: A simple closed curve. In the positive direction, arc-length param-

eter s is increasing.

Classical curvature flow. The classical and the typical equation which motivates

investigation of curvature flow equations is

V = −K. (1.1)

This is called the classical curvature flow equation. Figure 2 indicates evolution of

curve by (1.1). Convex part (K > 0) of nonconvex curve Γ(t) moves towards the direction

of −n (inward), and concave part (K < 0) moves towards the direction of n (outward).

Any embedded curve becomes convex in finite time [17], and any convex curve shrinks to

a single point in finite time and its asymptotic shape is a circle [7]. In the case where the

solution curve is immersed, for example, the curve has a single small loop as in Figure 3,

we can observe that the single loop shrinks and the curve may have cusp in finite time.
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Figure 2: Evolution of a simple closed curve by (1.1) (from left to right).

Figure 3: Evolution of a immersed closed curve by (1.1) (from left to right).

The small loop disappears in finite time.

A detailed analysis of the singularity near the extinction time was done by Angenent and

Velázquez [4].

Example of graph. In the case where Γ(t) is described by a graph y = u(x, t), we

have the partial differential equation ut =
uxx

1 + u2
x

equivalent to (1.1) with V = (0, ut)
T ·n,

n =
(−ux, 1)T

√
1 + u2

x

and K =
−uxx

(1 + u2
x)

3/2
, where ut = ∂u/∂t, ux = ∂u/∂x, uxx = ∂ux/∂x, and

(a, b)T =

(
a

b

)
. Figure 4 indicates its numerical example.

Figure 4: Evolution of a graph y = u(x, t) by the curvature flow equation

ut =
uxx

1 + u2
x

(0 < x < 1) (from left to right). The boundary condition is

u(0) = u(1) = 0, and the initial curve is given by u(x, 0) = 0.1 sin(πx) −
0.3 sin(2πx) + 0.2 sin(5πx).

Gradient flow. As Figure 2 and Figure 4 suggested, the circumference L of the

solution curve Γ(t) is decreasing in time. This is the reason why (1.1) is often called the

curve-shortening equation. Actually, (1.1) is characterized by the gradient flow of L
as follows. Let a simple closed curve is parameterized such as Γ =

{
x(θ) ∈ R2; θ ∈ S1

}
,

where S1 = R/2πZ. As in Figure 1, by s we denote the arc-length parameter. Then the

circumference or the total length L of Γ is given by

L[Γ] =

∫

Γ

ds =

∫

S1

|xθ| dθ,
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since ds = |xθ| dθ (xθ = ∂x/∂θ) holds. Now, let ε be a small positive parameter and by

Γεz we denote small deformation of Γ in the direction of z:

Γεz =
{
x(θ) + εz(θ) ∈ R2; θ ∈ S1

}
.

And we define the rate of variation of L[Γ] in the direction z by

δL[Γ]

δz
=

d

dε
L[Γεz]

∣∣∣∣
ε=0

.

Hence the first variation of L is as follows:

δL[Γ]

δz
=

∫

Γ

−ts · z ds, (1.2)

where t = n⊥ is the unit tangent vector, (x1, x2)
⊥ = (−x2, x1), ts = ∂t/∂s, and a · b

is the Euclidean inner product between a and b. We regard formally the left-hand-

side as the inner product gradL[Γ] • z which is analogue to a directional derivative,

and we define this inner product by the right-hand-side. The gradient flow is given by

xt = − gradL[Γ] = ts = −Kn. (Note: The relation ns = Kt and ts = −Kn are known

as Frenet-Serret formulae.) Therefore we obtain (1.1): V = xt · n = −K. By means of

the above, (1.1) is the equation which requires movement of curve in the most decreasing

direction of L (in the sense of the above inner product).

Exercise 1 Show (1.2).

Remark: The time derivative of L = L(t) is given by the following equation:

d

dt
L(t) =

δL[Γ]

δz

∣∣∣∣
z=xt

=

∫

Γ

Kn · xt ds =

∫

Γ

KV ds.

Hence in the case where V = −K, we have
d

dt
L(t) = −

∫

Γ

K2 ds ≤ 0, i.e., the curve is

shortening in time.

Area-preserving curvature flow. Besides the curve-shortening flow, there has also

been interest in area-preserving flows. The typical flow is the gradient flow of L along

curves which enclose a fixed area as follows:

V = K −K, (1.3)

where K is the average of K: K =

∫

Γ

K ds

/ ∫

Γ

ds = 2π/L if Γ is simple and closed,

K = 2ηπ/L if Γ is immersed with the rotation number being η = 2, 3, . . .
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Exercise 2 The enclosed area A of Γ is given by

A[Γ] =
1

2

∫

Γ

x · n ds = −1

2

∫

S1

x · x⊥θ dθ,

since the outward normal vector is n = −x⊥θ /|xθ|. Show the first variation of A:

δA[Γ]

δz
=

d

dε
A[Γεz]

∣∣∣∣
ε=0

=

∫

Γ

n · z ds. (1.4)

By taking z = − gradL[Γ] = ts, we have

∫

Γ

n · ts ds = −
∫

Γ

K ds. Hence by taking

z = ts −Kn, we have
δA[Γ]

δz
= 0. Thus we arrive at equation (1.3).

Figure 5: Evolution of a convex curve by (1.3) (from left to right).

Remark: The time derivative of A = A(t) is given by the following equation:

d

dt
A(t) =

δA[Γ]

δz

∣∣∣∣
z=xt

=

∫

Γ

n · xt ds =

∫

Γ

V ds.

Hence in the case where V = −K, we have
d

dt
A(t) = −

∫

Γ

K ds = −2π. Therefore, if Γ

is a Jordan curve, then it disappears exactly at the time 2π/A(0).

Exercise 3 In the case where V = K −K, show
d

dt
L(t) ≤ 0 and

d

dt
A(t) = 0.

Gage [6] proved that any convex curve converges to a circle as time tends to infinity

(see Figure 5), and conjectured that a nonconvex curve may intersect; this conjecture was

proved rigorously by Mayer and Simonett [30].

Open Problems: The following two problems are still open: One is the problem whether

the small loop may shrink or not. Figure 6 is a numerical example, and it suggests that

extinction occurs in finite time. The other one is the problem whether any embedded

curve becomes eventually convex or not, even if self-intersection occurred. In the curve-

shortening case, these problems have been already analyzed, as it was mentioned above.
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Figure 6: Evolution of a immersed closed curve by (1.3) (from left to right).

The small loop disappears in finite time (at least numerically).

2 Basic mathematics I: anisotropy

In the field of material sciences and crystallography, we need to explain the anisotropy

— phenomenon of interface motion which depends on the normal direction, i.e., model

equations have to contain effects of anisotropy of materials or crystals.

Note: There is two kinds of anisotropy: one is kinetic anisotropy which appears in the

problem of growth form, and the other is equilibrium anisotropy which appears in the

problem of equilibrium form.

Interfacial energy. For example, if the crystal growth of snow flakes is regarded as

motion of closed plane curve, then some points on the interface Γ are easy to growth in

the case where their normal directions are in the six special directions. To explain these

phenomena, it is convenient to define an interfacial energy on the curve Γ which has line

density γ(n) > 0. Integration of γ over Γ is the total interfacial energy:

Eγ[Γ] =

∫

Γ

γ(n) ds.

In the case where γ ≡ 1, Eγ is nothing but the total length L, and its gradient flow was

(1.1). For a general γ, what is the gradient flow of Eγ?

Extension of γ. The function γ(n) can be extended to the function x ∈ R2 by

putting

γ(x) =




|x| γ

(
x

|x|
)

, x 6= 0,

0, x = 0.

This extension is called the extension of positively homogeneous of degree 1, since

γ(λx) = λγ(x)

holds for λ ≥ 0 and x ∈ R2. We will use the same notation γ for the extended function.

Hereafter we assume that γ is positive for x 6= 0, and positively homogeneous of degree

1 function.

Remark: The isotropic case γ(n) ≡ 1 holds if and only if γ(x) = |x|.
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We assume that γ ∈ C2(R2\{0}). Then the following properties hold:

• ∇γ(λx) = ∇γ(x) (∇γ is homogeneous of degree 0),

• γ(x) = x · ∇γ(x) (In particular, γ(n) = n · ∇γ(n) holds),

• Hess γ(λx) =
1

λ
Hess γ(x) (Hess γ is homogeneous of degree −1),

where Hess γ =

(
γ11 γ12

γ21 γ22

)
is the Hessian of γ (γij = ∂2γ/∂xi∂xj for i, j ∈ {1, 2} and

x = (x1, x2)).

Exercise 4 Show these properties.

Weighted curvature flow. The gradient flow of the total interfacial energy

Eγ[Γ] =

∫

Γ

γ(n) ds =

∫

S1

γ(−x⊥θ ) dθ

is grad Eγ[Γ] = −(Hess γ(n)t)⊥K. Hence the gradient flow is given by xt = − grad Eγ[Γ] =

(Hess γ(n)t)⊥K, and we obtain the following normal velocity V = xt · n:

V = (Hess γ(n)t)⊥ · nK = −Λγ(n), (2.1)

where Λγ(n) = (Hess γ(n)n⊥) · n⊥K. This Λγ(n) is called weighted curvature or

anisotropic curvature, and (2.1) is called the weighted curvature flow equation or

anisotropic curvature flow equation.

Exercise 5 Show grad Eγ[Γ] = −(Hess γ(n)t)⊥K.

Exercise 6 Try the calculation of the gradient flow of Eγ[Γ] =

∫

Γ

γ(x) ds, i.e., this is the

case where the line density γ depends on the position x.

Weighted curvature. Meaning of the weighted curvature Λγ(n) will be more clearly

as follows: Let θ be the exterior normal angle such as n = n(θ) = (cos θ, sin θ) and

t = t(θ) = (− sin θ, cos θ). Put γ̂(θ) = γ(n(θ)) defined on S1. Then we obtain

Λγ(n(θ)) = (γ̂(θ) + γ̂′′(θ))K,

where γ̂′′(θ) = dγ̂′(θ)/dθ, γ̂′(θ) = dγ̂(θ)/dθ.

Exercise 7 Show this equation.
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Example of γ. Let us construct an example of characteristic γ. For a natural number

M , we extend the line segment y = x (x ∈ [0, 2π/M ]) to 2π/M -periodic function p(x)

such as

p(x) =
2

M

(
arctan

(
tan

(
M

2
x− π

2

))
+

π

2

)
,

and by g(x) we denote a concave and symmetric function with respect to the central line

x = π/M defined on [0, 2π/M ]. For example,

g(x) =
sin x + sin(2π/M − x)

sin(2π/M)
.

The following function γp is a 2π/M -periodic function with the number of peak being M

on [0, 2π/M ] (Figure 8 (left)).

γp(θ) = g(p(θ)), θ ∈ R.

Note that γp is not differentiable at 2πk/M (k ∈ Z). Then by using ρµ(x) =
√

x2 + µ−2,

we construct a smooth function γµ (Figure 8 (left)):

γµ(θ) = ρµ(γp(θ)− 1) + 1, θ ∈ R.

As µ tends to infinity, ρµ(x) converges to |x|, and then γµ converges to γp formally.

In general, if the curve Γ(t) is strictly convex, then the solution K of (2.1) satisfies

the partial differential equation Kt = K2((−V )θθ + (−V )) (Vθθ = ∂2V/∂θ2). See the

book of Gurtin [18] or Exercise 8 below. Hence if γ̂ + γ̂′′ > 0 holds, then the PDE is

quasi-linear strictly parabolic type and its Cauchy problem is solvable. We note that γµ

satisfies γµ + γ′′µ > 0.

Exercise 8 Check the following story: Using the hight function h = x · n, the curve

Γ = {x} is described as x = hn+hθt, if Γ is strictly convex. Hence hθθ = K−1−h holds,

and then we have (K−1)t = Vθθ + V by V = ht.

Figure 7 indicates evolution of solution curves of (2.1) by using the interfacial energy

density γ̂ = γµ in the case where M = 6 and µ = 15. The asymptotic shape seems to be

a round hexagon which is strikingly different from the one in Figure 2.

Figure 7: Evolution of a simple closed curve by (2.1) (from left to right). The

initial curve is the same as in Figure 2.
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3 Basic mathematics II: the Wulff shape, etc.

We will consider γp and γµ by graphical constructions.

The Frank diagram. Figure 8 (left) indicates the graph of γ = γp(θ) and γ = γp(θ),

respectively; and Figure 8 (middle) indicates the polar coordinate of each γ:

Cγ =
{
γ(n(θ))n(θ); θ ∈ S1

}
.

Incidentally, to observe the characteristic of γ, the following Frank diagram (Figure 8

Figure 8: In each figure, the solid line is γp(θ), and the dotted line is γµ(θ)

(µ = 15), respectively. M = 6 in any case. (Left): graphs of γp(θ) and γµ(θ).

The horizontal axis is 0 ≤ θ ≤ 2π, and the vertical axis is magnified for easy

to observe. At each point θ = 2πk/M (k ∈ Z), the function γp(θ) (resp. γµ(θ))

achieves the minimum value 1 (resp. 1+1/µ). (Middle): Cγp and Cγµ . (Right):

the Frank diagram Fγp and Fγµ . Fγp is a regular M -polygon.

(right)) is more useful than a graph of γ and Cγ:

Fγ =

{
n(θ)

γ(n(θ))
; θ ∈ S1

}
=

{
x ∈ R2; γ(x) = 1

}
.

From this definition Fγ = C1/γ holds.

Exercise 9 Show the following three proposition are equivalent.

(1) The set enclosed by Fγ, say F =
{
x ∈ R2; γ(x) ≤ 1

}
, is convex.

(2) The function γ satisfies γ((1− λ)x + λy) ≤ (1− λ)γ(x) + λγ(y) for x, y ∈ R2 and

λ ∈ [0, 1]. (That is, γ is convex.)

(3) The function γ satisfies γ(x + y) ≤ γ(x) + γ(y) for x, y ∈ R2. (That is, γ is

subadditive.)

The interfacial energy γ can be classified by the Frank diagram Fγ. Since the sign of

the curvature of the curve Fγ agrees with the sign of γ̂ + γ̂′′, then as mentioned above,

the initial value problem of (2.1) can be caught in the framework of parabolic partial
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differential equations. The function γ = γµ is such an example. However, in the case

where γ = γp, its Frank diagram Fγp is a regular M -polygon, and on the each edge

γ̂p + γ̂′′p = 0, and γ̂p may not be differentiable at each vertex. To treat such interfacial

energy, crystalline curvature flow in the title will enter the stage. It will be mentioned

later. Before it, let us define another shape of characterizing γ.

The Wulff shape. The following shape is called the Wulff shape:

Wγ =
⋂

θ∈S1

{
x ∈ R2; x · n(θ) ≤ γ(n(θ))

}
.

Figure 9 indicates the Wulff shape of γp and γµ, respectively, in the case where M = 4

and M = 6.

Figure 9: Comparison of γp(θ) and γµ(θ) (µ = 15) by the Wulff shape. (Left,

middle left): The Wulff shapes Wγp and Wγµ with M = 4. (Middle right,

right): The Wulff shapes Wγp and Wγµ with M = 6. Two Wγp ’s are regular

M -polygons, and two Wγµ ’s are round regular M -polygons, respectively.

The Wulff shape is a convex set by means of constructions. In particular, if γ is

smooth and Fγ is strictly convex, then Wγ is also a strictly convex set with a smooth

boundary. In this case, the distance from the origin (which is inside ofWγ) to Lθ equals to

γ(n(θ)) = γ̂(θ), where Lθ is the tangent line which is passing through the point on ∂Wγ

with its outward normal vector being n(θ). From this fact, we note that the curvature of

∂Wγ is given by (γ̂ + γ̂′′)−1.

Exercise 10 Show that the curvature of ∂Wγ is (γ̂ + γ̂′′)−1 if Wγ is a strictly convex set

with a smooth boundary.

In the physical context, Wγ describes the equilibrium of crystal, i.e., in the plane case,

Wγ is the answer of the following ¿Wulff problemÀ on the equilibrium shape of crystals

(by Gibbs (1878), Curie (1885), and Wulff (1901)):

What is the shape which has the least total interfacial energy Eγ of the curve

for the fixed enclosed area? That is, “Minimize
Γ

Eγ[Γ] subject to A[Γ] ≡ const.”
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This suggests that the asymptotic shape of a solution curve of the gradient flow of Eγ (2.1)

is ∂Wγµ in the case γ = γµ (Figure 7). However, in the mathematical context, known

results are not so much.

Open Problems: Convexified phenomena or formation of convexity is one of the in-

teresting problems. In the isotropic case γ̂ ≡ 1, Grayson [17] proved that convexity is

formed (see Figure 2). However in the anisotropic case, even if γ is smooth, the formation

of convexity has not been completed, except in the symmetric case γ̂(θ + π) = γ̂(θ) by

Chou and Zhu [5].

Incidentally, the Frank diagram Fγ has been considered after the Wulff shape Wγ has

appeared (Frank (1963) and Meijering (1963)). See the book on crystal growth in detail.

We also refer the reader to Kobayashi and Giga [29] for a lot of examples of Cγ, Fγ and

Wγ, and for discussion of anisotropy and the effect of curvature.

Numerical examples. Now, going back the story, we observe the behavior of a

solution curve y = u(x, t) by (2.1) with γ = γµ (µ = 1000) from a view point of an

approximation of γ = γp.

Since the total interfacial energy is given by

Eγ =

∫ 1

0

W (ux) dx, W (ux) = γ̂(θ)
√

1 + u2
x, θ = − arctan

1

ux

,

we obtain the partial differential equation

ut =
√

1 + u2
x (W ′(ux))x =

γ̂ + γ̂′′

1 + u2
x

uxx,

which is equivalent to (2.1).

Figure 10 indicates a numerical example of the case where M = 4 and µ = 1000. As

time goes by, one can observe that line segment parts satisfying ux = 0 expands, and the

other parts (which are put between two parallel line segments satisfying ux = 0) do not

move, and will disappear in finite time. Actually, since γ̂µ + γ̂′′µ takes a huge value only

at θ =
π

2
k (k ∈ Z) and almost zero at other points, the movement of points satisfying

ux ∼ 0 can be observed and other points do not seem to move.

Figure 11 indicates a numerical example of the case where M = 6 and µ = 1000. In

this case, Wγ is almost a regular hexagon (it almost agrees with Wγp in Figure 9 (middle

right), and in the set of normal angles of Wγµ one can observe the movement of points on

the graph satisfying that their normal angles almost agree with θ = ±π

3
k (k = 1, 2), and

other points do not seem to move. Since the end points are fixed, Figure 11 (far right) is

the final shape.

When µ tends to infinity, how does the equation ut =
√

1 + u2
x (W ′(ux))x change? In

the case where M = 4, γ̂p(θ) = | cos θ |+ | sin θ | holds, and then we have W (ux) = |ux|+1.

From this we obtain formally W ′′(ux) = 2δ(ux), i.e., the partial differential equation
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Figure 10: Evolution of a graph y = u(x, t) by the curvature flow equation

ut =
√

1 + u2
x (W ′(ux))x (0 < x < 1) (from left to right). Here W (ux) =

γ̂µ(θ)
√

1 + u2
x (µ = 1000,M = 4), θ =

π

2
+arctan ux. The boundary conditions

are u(0) = u(1) = 0, and the initial curve is the same as the one in Figure 4.

Figure 11: Evolution of a graph y = u(x, t) by the curvature flow equation

ut =
√

1 + u2
x (W ′(ux))x (0 < x < 1) (from left to right). Here W (ux) =

fµ(θ)
√

1 + u2
x (µ = 1000,M = 6), θ =

π

2
+arctan ux. The boundary conditions

are u(0) = u(1) = 0, and the initial curve is the same as the one in Figure 4.

becomes ut = 2
√

1 + u2
xδ(ux)uxx, where δ is Dirac delta function. As Figure 10 suggested,

the right-hand-side is considerable as a nonlocal quantity [9].

By the observation of Figure 10 and Figure 11, it seems that there is no problem if

curves are restricted to the following special class of polygonal curves: the set of normal

vectors of the curves agrees with the one of the Wulff shape.

4 Crystalline curvature flow equation

We will define crystalline curvature flow equations.

Polygonal curves. Let P be a simple closed N -sided polygonal curve in the plane

R2, and label the position vector of vertices pi (i = 1, 2, . . . , N) in an anticlockwise order:

P =
N⋃

i=1

Si,

where Si = [pi, pi+1] is the i-th edge (pN+1 = p1). The length of Si is di = |pi+1−pi|, and

then the i-th unit tangent vector is ti = (pi+1 − pi)/di and the i-th unit outward normal

vector is ni = −t⊥i , where (a, b)⊥ = (−b, a). Put N = {n1, n2, . . . , nN}. Let θi be the

exterior normal angle of Si. Then ni = n(θi) and ti = t(θi) hold. We define the i-th hight

function hi = pi ·ni = pi+1 ·ni. See Figure 12. By using N -tuple h = (h1, h2, . . . , hN), di

is described as follows:

di[h] =
χi−1,i√

1− (ni−1 · ni)2
(hi−1 − (ni−1 · ni)hi) +

χi,i+1√
1− (ni · ni+1)2

(hi+1 − (ni · ni+1)hi),

13



pi+1

Si

pi

θiθj

nj

tj

hj

dj

Figure 12: Example of polygonal curves (N = 56).

where χi,j = sgn(det(ni, nj)) for i = 1, 2, . . . , N (hN+1 = h1, h0 = hN). Since ni · nj =

cos(θi − θj), we have another expression:

di[h] = −(cot ϑi + cot ϑi+1)hi + hi−1 cosec ϑi + hi+1 cosec ϑi+1, (4.1)

where ϑi = θi−θi−1 for i = 1, 2, . . . , N . Note that 0 < |ϑi| < π holds for all i. Furthermore,

the i-th vertex pi (i = 1, 2, . . . , N) is described as follows:

pi = hini +
hi−1 − (ni−1 · ni)hi

ni−1 · ti

ti. (4.2)

Exercise 11 Check that di = |pi+1 − pi| and di = (pi+1 − pi) · ti hold.

Exercise 12 Fix any a ∈ R2. By si = a · ni we denote distance from the origin to a in

the direction n, and by s = (s1, s2, . . . , sN) we denote their N -tuple (sN+1 = s1, s0 = sN).

Show that di[s] = 0 holds for all i = 1, 2, . . . , N . From this fact, di[h + s] = di[h] + di[s] =

di[h] holds for all i. This means that the shape of curve does not change for a shift of the

origin.

Crystalline energy. If the Frank diagram Fγ is a convex polygon, γ is called crys-

talline energy. When Fγ is a J-sided convex polygon, there exists a set of angles

{φi |φ1 < φ2 < · · · < φJ < φ1 + 2π} such that the position vectors of vertices are labeled

n(φi)/γ(n(φi)) in an anticlockwise order (φJ+1 = φ1):

Fγ =
J⋃

i=1

[
νi

γ(νi)
,

νi+1

γ(νi+1)

]
.

14



Here and hereafter, we denote νi = n(φi) (∀i). See Figure 13 (left). In this case, the

Wulff shape is also a J-sided convex polygon with the outward normal vector of the i-th

edge being νi:

Wγ =
J⋂

i=1

{
x ∈ R2; x · νi ≤ γ(νi)

}
.

See Figure 13 (right). Put Nγ = {ν1, ν2, . . . , νJ}.

ν1

ν2ν3

ν4

ν5 ν6

Figure 13: Examples of the Frank diagram (left) and the Wulff shape (right)

in the case where γ is a crystalline energy and J = 6. This Frank diagram is

the same regular hexagon Fγp as in Figure 8 (right), and this Wulff shape is

the same regular hexagon Wγp as in Figure 9 (middle right).

Remark: Fix any i = 1, 2, . . . , J . The point on the i-th edge of Frank polygon Fγ is

ν

γ(ν)
= (1− µ)

νi−1

γ(νi−1)
+ µ

νi

γ(νi)

for some µ ∈ (0, 1), where ν is the unit vector in the direction between νi−1 and νi:

ν =
(1− λ)νi−1 + λνi

|(1− λ)νi−1 + λνi| , λ =
µγ(νi−1)

(1− µ)γ(νi) + µγ(νi−1)
.

Note that γ((1−µ)νi +µνi−1) = (1−µ)γ(νi)+µγ(νi−1) holds. By y, we denote the i-th

vertex of the Wulff polygon Wγ:

y = γ(νi)νi +
γ(νi−1)− (νi−1 · νi)γ(νi)

νi−1 · ν⊥i
ν⊥i .

Then the following equation holds:

y · ν = γ(ν).

Exercise 13 Check y · ν = γ(ν).

Admissible curves. Following [22], we call P an essentially admissible curve if

and only if the outward unit normal vectors ni, ni+1 ∈ N (nN+1 = n1) satisfy

ni+λ =
(1− λ)ni + λni+1

|(1− λ)ni + λni+1| 6∈ Nγ

for λ ∈ (0, 1) and i = 1, 2, . . . , N . See Figure 14 (middle).
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n1

n1

n3

ν2ν3

ν3

n9

ν4

ν5

n12

ν6

n1

ν2

n3

(ν3)

ν4
ν2

n6

(ν3)

ν4

n9
ν5

(ν6)

ν1

Figure 14: Three typical examples of polygonal curves for the Wulff shape in

Figure 13 (right). (Left): admissible polygonal curve (N = 10). (Middle): es-

sentially admissible polygonal curve (N = 13). Note thatNγ⊕{n3, n9, n12} =

N holds. (Right): this polygonal curve (N = 9) is not admissible, nor essen-

tially admissible, since Nγ 6⊆ N (ν6 6∈ N ) holds, and in addition there exist

λ, λ′, λ′′ ∈ (0, 1) such that n3+λ = n6+λ′ = ν3, n9+λ′′ = ν6 ∈ Nγ holds.

Exercise 14 If P is an essentially admissible curve, then N ⊇ Nγ holds. But the reverse

is not true. Make a counterexample.

Remark: In the case where P is a convex polygon, P is an essentially admissible if and

only if N ⊇ Nγ holds.

Exercise 15 Check this remark.

We call P an admissible curve if and only if P is an essentially admissible curve

and N = Nγ (especially, N ⊆ Nγ) holds. In other words, P is admissible if and only if

N = Nγ holds and any adjacent two normal vectors in the set Nγ, for example νi and

νi+1 are also adjacent in the set N , i.e., {νi, νi+1} = {nj, nj+1} ⊂ N holds for some i

and j (νJ+1 = ν1, nN+1 = n1). See Figure 14 (left).

Gradient of the total energy. Let P be an essentially admissible N -sided curve with

the N -tuple of hight functions h = (h1, h2, . . . , hN). Then the total interfacial (crystalline)

energy on P is

Eγ[h] =
N∑

i=1

γ(ni)di[h].

For two N -tuples ϕ = (ϕ1, ϕ2, . . . , ϕN), ψ = (ψ1, ψ2, . . . , ψN) ∈ RN , let us define the inner

product on P as follows:

(ϕ, ψ)2 =
N∑

i=1

ϕiψidi[h].
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Furthermore, we define the rate of variation of Eγ[h] in the direction ϕ and the first

variation
δEγ[h]

δh
as follows:

δEγ[h]

δϕ
=

d

dε
Eγ[h + ϕ]

∣∣∣∣
ε=0

= grad Eγ[h] • ϕ =

(
δEγ[h]

δh
, ϕ

)

2

.

Crystalline curvature. The first variation of Eγ[h] of P at Si is

δEγ[h]

δϕ
=

N∑
i=1

γ(ni)di[ϕ] =
N∑

i=1

di[γ]ϕi =
N∑

i=1

di[γ]

di[h]
ϕidi[h],

where γ = (γ(n1), γ(n2), . . . , γ(nN)). Hence we have

(
δEγ[h]

δh

)

i

=
di[γ]

di[h]
for i = 1, 2, . . . , N

in this metric (·, ·)2. This is called crystalline curvature on the i-th edge Si, and we

denote it by Λγ(ni):

Λγ(ni) =

(
δEγ[h]

δh

)

i

=
di[γ]

di[h]
, i = 1, 2, . . . , N.

The numerator is described as

di[γ] = χilγ(ni),

where χi = (χi−1,i + χi,i+1)/2 takes +1 (resp. −1) if P is convex (resp. concave) around

Si in the direction of −ni, otherwise χi = 0; and lγ(n) is the length of the j-th edge of

Wγ if n = νj for some j, otherwise lγ(n) = 0.

a
ν1

b

ν5 ν6
n12

d1 n1

d12

n12

Figure 15: The Wulff shape (left) is the same hexagon as in Figure 13 (right).

Essentially admissible polygonal curve (right) is the same curve as in Figure

14 (middle). (Left): a is the length of edge lγ(n1) > 0 and b is the length

of degenerate edge lγ(n12) = 0. (Right): d1 (resp. d12) is the length of the

edge whose normal vector is n1 (resp. n12). Hence the crystalline curvature

is Λ(n1) = lγ(n1)/d1 (resp. Λ(n12) = 0).
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Remark: If P is an admissible and convex polygon, then ni = νi and χi = 1 for all

i = 1, 2, . . . , N = J ; and moreover, if P = Wγ, then the crystalline curvature is 1.

Crystalline curvature flow. The normal velocity on Si is Vi = dhi/dt. Then the

gradient flow of Eγ is V = − grad Eγ[h], i.e.,

Vi = −Λγ(ni), i = 1, 2, . . . , N.

Note: To handle the gradient flow of Eγ (2.1) in the case where γ is a crystalline, we re-

stricted smooth curve to admissible curve and introduced the crystalline curvature defined

on each edge. This strategy was proposed by Taylor [34, 36, 35, 37] and independently

by Angenent and Gurtin [3]. Also one can find essentially the same method as a numer-

ical scheme for curvature flow equation in Roberts [31]. We refer the reader Almgren

and Taylor [1] for detailed history. In the physical context, the region enclosed by P
represents the crystal. See also Taylor, Cahn and Handwerker [38] and Gurtin [18] for

physical background. Besides this crystalline strategy, other strategies by subdifferential

and level-set method have been extensively studied. See Giga [9, 10, 11] and references

theirin.

An area-preserving motion by crystalline curvature. The enclosed area A of P
is given by

A[h] =
1

2

N∑
i=1

hidi[h].

Then the rate of variation of A[h] in the direction ϕ is

δA[h]

δϕ
=

d

dε
A[h + ϕ]

∣∣∣∣
ε=0

=
N∑

i=1

ϕidi[h].

By taking ϕi = −
(

δEγ[h]

δh

)

i

= −Λγ(ni), we have
δA[h]

δϕ
= −

N∑
i=1

Λγ(ni)di[h]. Hence by

taking ϕi = Λγ − Λγ(ni), we have
δA[h]

δϕ
= 0. Here

Λγ =

∑N
i=1 Λγ(ni)di[h]∑N

k=1 dk

=

∑N
i=1 χilγ(ni)

L
is the average of the crystalline curvature. Thus we have the gradient flow of Eγ along P
which encloses a fixed area:

Vi = Λγ − Λγ(ni), i = 1, 2, . . . , N. (4.3)

In (4.3), Vi = ḣi is the normal velocity on Si in the direction ni. From (4.1), we have

ḋi = −(cot ϑi + cot ϑi+1)Vi + Vi−1 cosec ϑi + Vi+1 cosec ϑi+1, i = 1, 2, . . . , N. (4.4)
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Furthermore, by (4.2) we have

ṗi = Vini +
Vi−1 − (ni−1 · ni)Vi

(ni−1 · ti)
ti, i = 1, 2, . . . , N. (4.5)

Note that (4.3), (4.4) and (4.5) are equivalent each other.

Exercise 16 The time derivative of Eγ = Eγ(t) and A = A(t) are given by the following

equations, respectively:

d

dt
Eγ(t) =

δEγ[h]

δϕ

∣∣∣∣
ϕ=ḣ

=
n∑

i=1

Λγ(ni)ḣidi =
n∑

i=1

Λγ(ni)Vidi,

d

dt
A(t) =

δA[h]

δϕ

∣∣∣∣
ϕ=ḣ

=
n∑

i=1

ḣidi =
n∑

i=1

Vidi.

Check the following two basic properties:

d

dt
Eγ(t) ≤ 0 and

d

dt
A(t) = 0,

in the case where Vi = Λγ − Λγ(ni).

Problem. For a given essentially admissible closed curve P0, find a family of essentially

admissible curves {P (t)}0≤t<T satisfying (4.3) (or (4.4) or (4.5)) with P(0) = P0. Since

(4.4) are the system of ordinary differential equations, the maximal existence time is

positive: T > 0.

Question. What might happen to P(t) as t tends to T ≤ ∞?

Known results and open problems. See the paragraph of Numerical simulations

behind Procedure B in the next section.

5 Numerical scheme

The aims are to construct a numerical scheme which enjoys two basic properties dEγ(t)/dt ≤
0 and dA(t)/dt = 0 (see Exercise 16), and to investigate what might happen to solution

P(t) of the evolution equation (4.3) as t tends to T ≤ ∞. We discretize the system of or-

dinary equations (4.3) or (4.4) or (4.5) with the initial essentially admissible closed curve

P0 = P0 at the time t0 = 0. Let m = 0, 1, 2, . . . be a step number. By am, we denote the

approximation of a(tm) at the time tm =
∑m−1

i=0 τi (the time step τm will be defined in the

following procedure).

Procedure A (extension of [40]) Fix parameters µ ∈ [0, 1] and λ, ε ∈ (0, 1). For a

given essentially admissible N -sided closed curve Pm =
⋃N

i=1[p
m
i , pm

i+1], we define Pm+1 =⋃N
i=1[p

m+1
i , pm+1

i+1 ] as follows:
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(i) the i-th length: dm
i = |pm

i+1 − pm
i | (∀i);

(ii) the m-th variable time step: τm = ρ(dm
min)

2/∆, where

ρ = ε(1− µλ) min{λ, 1− µλ}, ∆ = 2|χlγ(n)|max(2/| sin ϑ|min + | tan(ϑ/2)|max);

(iii) the i-th length dm+1
i :

(Dτd)m
i = −(cot ϑi + cot ϑi+1)V

m+µ
i + V m+µ

i−1 cosec ϑi + V m+µ
i+1 cosec ϑi+1 (∀i);

(iv) the i-th hight hm+1
i : (Dτh)m

i = V m+µ
i (∀i);

(v) the i-th vertex: pm+1
i = hm+1

i ni +
hm+1

i−1 − (ni−1 · ni)h
m+1
i

ni−1 · ti

ti (∀i);

(vi) the new time: tm+1 = tm + τm.

Here we have used the notation: amin = mini ai, |a|min = mini |ai|, |a|max = maxi |ai|, and

(Dτa)m
i = (am+1

i − am
i )/τm.

Two basic properties. One is that the total energy Em
γ is decreasing in steps:

(DτEγ)
m ≤ 0 for any µ ∈ [0, 1]. The other is that the area enclosed by Pm, say Am,

is preserved: (DτA)m = 0 if µ = 1/2.

Iteration. In (iii), if µ ∈ (0, 1], we solve the following iteration starting from z0
i = dm

i :

zk+1
i − z0

i

τm

= −(cot ϑi + cot ϑi+1)Ṽ
m+µ
i + Ṽ m+µ

i−1 cosec ϑi + Ṽ m+µ
i+1 cosec ϑi+1,

Ṽ m+µ
i =

χilγ(ni)

d̃m+µ
i

−
∑N

j=1 χjlγ(nj)∑N
k=1 d̃m+µ

k

, d̃m+µ
i = (1− µ)z0

i + µzk
i , k = 0, 1, . . .

Convergence limk→∞ zk
i = dm+1

i and positivity dm+1
i ≥ (1− λ)dm

i > 0 hold for all i ([40]).

The maximal existence time. Since the above positivity dm
i > 0 holds, we can keep

iterating Procedure A in finitely many steps (even if Pm self-intersects at a step m, we

can continue). Then the maximal existence time is t∞ = limm→∞
∑m

k=0 τk. Here we have

two questions: one is whether t∞ is finite or not, and the other is what might happen to

Pm as m tends to infinity. It is known that t∞ = ∞ holds if Wγ is an N -sided regular

polygon and P0 is an admissible convex polygon ([40]).

Extension. At the maximal existence time t∞, it is possible that at least one edge,

say the i-th edge, may disappear. If χi = 0 or lγ(ni) = 0, then P∞ is still essentially

admissible. Hence we can continue Procedure A starting from the initial curve P∞. In

practice, if some edges are small enough, we eliminate them artificially as the following

procedure.

Procedure B Put a positive parameter δ ¿ 1. For every step m, do the followings:

(i) define D = min{dm
i |χi 6= 0, lγ(ni) > 0} (this is well-defined);
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(ii) find the value k such that dm
k = min{dm

i |χi = 0} (if it exists);

find the value j such that dm
j = min{dm

i |χi 6= 0, lγ(ni) = 0} (if it exists);

(iii) if k or j exists, check the followings:

(a) if dm
k /D < δ and if dm

k ≤ dm
j or the value j does not exist, then eliminate the

k-th edge (see Figure 16 (left));

(b) if dm
j /D < δ and if dm

j < dm
k or the value k does not exist, then eliminate the

j-th edge (see Figure 16 (right));

(c) otherwise, exit from Procedure B;

(iv) in (iii), if (a) occurred, then do renumbering within the new number N := N − 2;

else if (b) occurred, then do renumbering within the new number N := N − 1.

Numerical computation will be continued repeating Procedure A and B.

k
j

Figure 16: Two types of elimination of some edges in Procedure B (iii). (Left):

In the type of (iii) (a), the number of particles decreases from N to N − 2.

(Right)): In the type of (iii) (b), the number of particles decreases from N to

N − 1.

Numerical simulations. In the following five figures on each line, from left to right,

they indicate Wγ, P0, Pm1 , Pm2 , Pm3 (0 < m1 < m2 < m3).

The case where P0 is convex and admissible. The solution polygon P(t) exists

globally in time, and P(t) converges to Wγ as t tends to infinity. See Yazaki [43] in the

case γ = const., and Yazaki [44, PartI] in general. See also Gage [6] for the smooth case.

On the convergence between Γ(tm) and P(tm), see Ushijima and Yazaki [40].
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The case where P0 is convex and essentially admissible. By a similar proof as

in Yazaki [43] or Yazaki [45], it can be proved that if the maximal existence time T < ∞
and the i-th edge disappears as t tends to T , then lγ(ni) = 0. That is, the normal vector

of vanishing edge does not belong to Nγ, and inf0<t<T{di(t) | lγ(ni) > 0} > 0 holds.
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Open Problems: For any essentially admissible convex polygon P0, is T a finite value?

This is still open. If the answer of this question is yes, then we have the finite time sequence

T1 < T2 < · · · < TM such that P(Ti) is essentially admissible for i = 1, 2, . . . , M − 1 and

P(TM) is admissible. In the general case where Vi = g(ni, Λγ(ni)) with the condition

g > 0, the answer of the above question is yes. See Yazaki [45]. Note that g does not

include Λγ.

The case where P0 is nonconvex and admissible. The following figure indicates

convexified phenomena.
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In smooth case, a self-intersection is conjectured in Gage [6], and is proved in Mayer

and Simonett [30]. The following figure is a numerical example of self-intersection.
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Open Problems: At this stage, we have the following three open problems:

(1) Does P(t) become convex in finite time?

(2) Will the admissibility be preserved?

(3) Does P(t) self-intersect?

We have information related to these three questions. (1) In the case where Vi =

−γ(ni)|Λγ(ni)|α−1Λγ(ni), there exist α ∈ (0, 1), γ and P0 such that nonconvex solu-

tion curve P(t) shrinks homothetically, i.e., there exists a nonconvex self-similar solution

polygonal curve. See Ishiwata, Ushijima, Yagisita and Yazaki [26]. (2) In the case where
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Vi = −a(ni)|Λγ(ni)|α−1Λγ(ni), for any α ≥ 1, a(·) and P0 if γ is symmetric, then the so-

lution curve keeps admissibility. See Giga and Giga [12]. However, there exist α ∈ (0, 1),

a(·) and P0 such that the admissibility collapses in finite time, i.e., we have the examples

that admissible nonconvex polygonal curve becomes nonadmissible in finite time. See

Hirota, Ishiwata and Yazaki [20, 21]. (3) The above figure indicates the possibility of

self-intersection.
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