Simulation of dynamical interaction between dislocations and dipolar loops
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The article describes a model of interaction dynamics between a dislocation and dipolar dislocation loops. The interaction is essential for dipolar dislocation structure formation in early stages of a hardening process. For the description of the dislocation curve a direct parametric approach is employed whereas the loops are treated as rigid objects. The model equations are solved approximately by means of the finite-volume method. Physically interesting phenomena can be captured by the model provided the simulation covers long time periods. The strong interaction between the dislocation and the loops causes growing nonuniformity of distribution of discrete nodes along the dislocation curve. This effect is balanced by two proposed types of tangential redistribution of the discrete nodes. The redistribution is tested in simulations of loop clustering.


I. INTRODUCTION

In crystalline solids plastic deformation is carried by dislocations which are line defects of the crystal lattice. Theoretical description of dislocations is provided in classical literature such as Ref. 1 or 2. Along the dislocation curve the regularity of the crystallographic arrangement of atoms is disturbed. The dislocation can be represented by a curve closed inside the crystal or by a curve ending on surface of the crystal. At low homologous temperatures the dislocations can move only along crystallographic planes with the highest density of atoms (slip planes). The motion results in mutual slipping of neighboring parts of the crystal along the slip planes. The slip displacement carried by a single dislocation, called Burgers vector, is equal to one of the vectors connecting the neighboring atoms.

A field induced by displacement of atoms from their regular crystallographic positions in the vicinity of a dislocation curve can be treated as the elastic stress and the strain fields. On the other hand, a stress field exerts a force on a dislocation. The combination of these two effects causes the elastic interaction among dislocations.

One of the most distinguished features of plastic deformation at the microscale is a great overproduction of dislocations during a deformation process. Only a small fraction of generated dislocations is needed to carry plastic deformation, the rest is stored in the crystal. The deformed crystals supersaturated with dislocations tend to decrease the internal energy by mutual screening of their elastic fields. If dislocations possess a sufficient maneuverability provided by easy cross-slip (solids with wavy slip) the leading mechanism is an individual screening. The dislocations are stored in the form of dipoles which are transformed to prismatic dislocation dipolar loops of the prevailing edge character or such loops are directly formed. The loops are swept into clusters (tangles, veins, dipolar walls) forming pattern of dipolar dislocation structures (the experimental evidence is summarized in Ref. 3).

The glide dislocations (dislocation curves) and the dislocation loops (dipolar loops) have much different characteristic length scales and mobile properties (see Refs. 4 and 5) as follows:

- The segments of glide dislocations extend over distances of micrometers, whereas size of the prismatic dipolar loops is of the order of 10 nm.
- Glide dislocations are driven by the shear stress resolved in the slip plane, while loops are drifted by stress gradients and/or swept by the glide dislocations. Prismatic loops can move along the direction parallel to the direction of their Burgers vector only.
- During deformation glide dislocations become curved. Local curvature of the glide dislocations seems to be one of leading factors controlling the patterning (see Refs. 6 and 7). On the other hand, loops can be approximately treated as rigid objects.

A helpful tool for investigation of elementary interaction processes of plastic deformation is the discrete dislocation dynamics. When treating dislocations, direct numerical simulations originally considered long parallel straight dislocation lines. Later, more physical but considerably more complex three-dimensional (3D) situations of plastic deformation processes were investigated. Application of this approach addressed a variety of mesoscale plasticity problems. Details can be found, e.g., in Refs. 8–15.

Methods treating dynamics of curved dislocations can be divided into the following groups. Some methods consider discrete segments of the curve moving over a discrete lattice (see Refs. 8 and 11). Other methods discretize the curve into piecewise linear (see Refs. 14 and 15) or piecewise polynomially representative segments (see Refs. 12 and 13).
Due to the above mentioned complexity, formation of dislocation structures as a consequence of interactions between dislocations is still an open problem. The aim of this article is to present detailed description of a parametric model treating a single dislocation curve and a finite number of dipolar loops and to present simulation results obtained by this model. As the parametric approach allows a single parameter description of the dislocation curve placed in 3D space, there is a gain in speed of the numerical computation. The numerical model using the flowing finite volume method based on the presented mathematical model is described. Difficulties with the numerical stability of the original numerical model (mainly due to the strong force interactions of the dislocation curve with dipolar loops) are discussed and an improved numerical model is proposed which includes tangential redistribution of the dislocation-curve discretization.

II. PHYSICAL MODEL

A. Equations of motion

The interaction dynamics between a dislocation curve $\Gamma$ and dipolar loops $\Lambda_1, \ldots, \Lambda_N$ is studied in the coordinate system shown in Fig. 1. The $xz$ plane represents the dislocation slip plane $\Sigma$. The dipolar loops treated as rigid objects\textsuperscript{16} are considered in their stable configurations—having long rectangular fixed shapes (see Ref. 14). Therefore, their motion is fully described by motion of their barycenters. They are assumed to have longer edges parallel with the $z$-axis whereas their shorter edges are parallel with either $[1,1,0]$ or $[1,-1,0]$ vectors. Due to its prismatic character, a dipolar loop can move along the $x$-axis only, keeping the $y$ and $z$ coordinates constant. The Burgers vector is set as $\vec{b}=[b,0,0]$.

The glide of a planar dislocation curve $\Gamma$ is governed by the linear viscous law written in the scalar form of the mean curvature flow

$$B\nu_\Gamma = \varepsilon \kappa_\Gamma + F,$$  \hspace{1cm} (1)

relating its normal velocity $\nu_\Gamma$ to the curvature $\kappa_\Gamma$ and sum $F$ of forces acting on $\Gamma$ in the normal direction to the dislocation curve. Here, $B$ denotes the drag coefficient and $\varepsilon$ stands for the line tension. This evolution law is known from other applications as described in Refs. 17 and 18. As pioneered by Ref. 19, developed by Ref. 20, and under further improvement of Ref. 12, the law [Eq. (1)] can be treated by the arc-length parametrization. The parametrization is a smooth vector mapping $\vec{X}=\vec{X}(t,s)$ depending on time $t\in(0,T)$ and arc length $s\in(0,L(t))$, where $L(t)$ is the length of the dislocation curve at a given time $t$. The mapping satisfies the identity $|\nu_s\vec{X}(t,s)|=1$. Values of $\vec{X}(t,s)$ are in the slip plane $\Sigma$.

In our setting, this means that the second coordinate of $\vec{X}$ is zero. The motion law [Eq. (1)] is then transformed into the vectorial form as follows:

$$B\nu_\vec{X} = \varepsilon \partial_s^2 \vec{X} + F_\vec{X} \nu_\vec{X}^{-1},$$

where $\partial_s \vec{X}$ represents the normal vector to $\Gamma$.

The dislocation curve is assumed to be open with fixed ends which provides the boundary conditions for the parametrization

$$\vec{X}(t,0) = \vec{X}_{\text{fixed},0}; \quad \vec{X}(t,L(t)) = \vec{X}_{\text{fixed},L(t)}.$$  \hspace{1cm} (2)

A closed dislocation curve (e.g., appearing in the Frank–Read source) can be treated when considering the periodic boundary conditions

$$\vec{X}(t,0) = \vec{X}(t,L(t)).$$

As indicated above, each dipolar loop is assumed to have a rectangular shape and to be in one of two stable 45° orientations either in vacancy (i.e., $V_1$ and $V_2$) or interstitial (i.e., $I_1$ and $I_2$) configurations. They are denoted according to Fig. 2, where vacancy-loop configurations are shown as an example. We also adopt a simplification assuming that all dipolar loops considered have the same size: their average half-width $h$, the average half-length $l$, and the average perimeter $P$ are shown in Fig. 2 and are related as

$$P = 2(2h\sqrt{2} + 2l).$$

The position of a dipolar loop $\Lambda_j$, $j=1,\ldots,N$ is given by the coordinates $[x^{(j)},y^{(j)},z^{(j)}]$ of its barycenter. According to the previous assumptions, $y^{(j)}=\text{const.} \neq 0$ and $z^{(j)}=\text{const.}$, and $x^{(j)}=\chi^{(j)}(t)$ satisfies the motion law

$$\frac{dx^{(j)}}{dt} = \frac{1}{BP}F_{\chi^{(j)},x^{(j)}}^{(j)}(\Gamma,\chi^{(1)},\ldots,\chi^{(N)}).$$ \hspace{1cm} (3)

The term $F_{\chi^{(j)},x^{(j)}}^{(j)}$ represents the force interaction with other dipolar loops and with the dislocation curve. This interaction is projected to the only possible direction of the loop motion—to the direction of the $x$-axis.
The interaction dynamics of a dislocation curve $\Gamma$ and dipolar loops $\Lambda_1, \ldots, \Lambda_N$ is therefore described by the following set of equations endowed by the boundary and initial conditions

$$B \frac{\partial \tilde{X}}{\partial t} = e \frac{\partial^2}{\partial t^2} \tilde{X} + F(t, \tilde{X}, \Lambda_1, \ldots, \Lambda_N) \frac{\partial \tilde{X}}{\partial t},$$

(3)

$$\frac{dx^{(j)}}{dt} = \frac{1}{BP} F_{x,\text{total}}^{(j)}(\Gamma, x^{(1)}, \ldots, x^{(N)}),$$

(4)

$$\tilde{X}(t, 0) = \tilde{X}_{\text{fixed},0} \quad \tilde{X}(t, L(t)) = \tilde{X}_{\text{fixed},L},$$

(5)

$$\tilde{X}(0, s) = \tilde{X}_{\text{init}}(s), \quad x^{(j)}(0) = x^{(j)}_{\text{init}}, \quad j = 1, \ldots, N.$$}

(6)

### B. Evaluation of interaction terms

Driving force per unit length of the dislocation curve $F = F(t, \tilde{X}, \Lambda_1, \ldots, \Lambda_N)$ in Eq. (3) is caused by forces exerted to a tested specimen and interaction with dipolar loops; the influence of other dislocations and of lattice friction is not considered

$$F = b \sigma_{\text{local}} + \sum_{j=1}^{N} b \sigma_{xy}^{(j)},$$

Generally, to determine the local stress $\sigma_{\text{local}}$ at the dislocation curve coming from the forces exerted to the specimen requires a solution of a boundary value problem for a particular experimental setup. Instead of this problem two simplified limit cases are considered: either applied stress or total strain are assumed uniform; the former alternative provides an upper estimate of the local applied stress, while the latter one gives a lower estimate (see Ref. 21). Here the latter technically more challenging alternative, which seems to be closer to the reality, is considered. It means that the total shear strain $\varepsilon_{\text{tot}}$ being a sum of the elastic and plastic parts,

$$\varepsilon_{\text{tot}} = \frac{\sigma_{\text{local}}}{\mu} + p,$$

(7)

is assumed to be uniform; $\sigma_{\text{local}}$ is the local resolved shear stress and $\mu$ is shear modulus (we set $\mu = 80$ GPa). To estimate the plastic strain $p$ the considered dislocation is taken as a representative of glide dislocations in a specimen. The plastic strain carried by a dislocation segment is

$$p(t) = \varrho b \int_0^t \partial_{\tau} \tilde{X}(\tau) \cdot \partial_{\tau} \tilde{X}^{(1)}(\tau) d\tau,$$

(8)

where the integral represents the part of the slip plane slipped by a dislocation segment of a unit length; the elementary amount of slip is Burgers vector magnitude $b$; initially $p(t_0) = 0$. The average scalar density $\varrho$ of the glide dislocations in Eq. (8) represents the number of segments piercing a unit area perpendicular to the segment (we set $\varrho = 10^{13}$ m$^{-2}$).

In the numerical simulations, we explore the case when the total shear strain $\varepsilon_{\text{tot}} = \varepsilon_{\text{tot}}(t)$ is a periodic function in time with the frequency $1.57$ s$^{-1}$ and the amplitude 0.0017. From Eqs. (7) and (8) we get that

$$\sigma_{\text{local}}(t) = \mu \left[ \varepsilon_{\text{tot}}(t) - \varrho b \int_0^t \partial_{\tau} \tilde{X}(\tau) \cdot \partial_{\tau} \tilde{X}^{(1)}(\tau) d\tau \right].$$

(9)

Interaction with dipolar loops is given by the $xy$ component of the stress field tensor $\sigma_{xy}^{(j)}$ describing the stress field generated by $j$th dipolar loop, $j = 1, \ldots, N$. As the loops are considered as rigid objects their stress field can be expressed through analytical formula (see Refs. 4, 14, and 22)

$$\sigma_{xy}(x, y, z) = -\frac{\mu nb}{2\pi(1-\nu)} \left[ \frac{l-z}{\varrho_-} + \frac{l+z}{\varrho_+} \right] \times \left[ \frac{x \pm y}{(x^2 + y^2)^2} \right] \times \left[ \frac{l-z}{\varrho_-^3} + \frac{l+z}{\varrho_+^3} \right] \times \left[ \pm \nu + \frac{xy}{(x^2 + y^2)^2} \right] \times \left[ \frac{3z^2 y(x \pm y)}{x^2 + y^2} \right],$$

(10)

where $\varrho_- = \sqrt{x^2 + y^2 + (l-z)^2}$, $\varrho_+ = \sqrt{x^2 + y^2 + (l+z)^2}$.

The above analytical formula for $\sigma_{xy}$ is valid under the assumption that the distance $[x, y, z]$ of the dipolar loop from the dislocation curve is large enough compared to the dipolar loop parameter $b$. The stress field of dipolar loops expressed by the above analytical formula allows to speed up the numerical algorithm for solution of the evolution systems [Eqs. (3)–(6)].

Driving term for a dipolar loop $F_{x,\text{total}}^{(j)}$ in Eq. (4) is given by the following formula:

$$F_{x,\text{total}}^{(j)}(\Gamma, x^{(1)}, \ldots, x^{(N)}(t)) = \begin{cases} F_{x}^{(j)} + \sum_{k \neq j} F_{x}^{k,j} - F_0 & \text{if } F_{x}^{(j)} + \sum_{k \neq j} F_{x}^{j,k} > F_0 \\ 0 & \text{if } \left| F_{x}^{(j)} + \sum_{k \neq j} F_{x}^{j,k} \right| < F_0 \\ F_{x}^{(j)} + \sum_{k \neq j} F_{x}^{j,k} + F_0 & \text{if } F_{x}^{(j)} + \sum_{k \neq j} F_{x}^{j,k} < -F_0, \end{cases}$$

(11)
where the term $F^{c(i)}_x$ is the $x$-axis component of the force interaction between the entire dislocation curve $\Gamma$ and the $j$th dipolar loop:

$$
F^{c(i)}_x = \int_\Gamma \sigma_{xj} n_x \, dz.
$$

(12)

In Eq. (12), $\vec{q}^{(i)}$ connects the barycenter of the dipolar loop and a given point on the dislocation curve, and $n_x$ is the $x$-axis component of the normal vector $\partial \vec{X}^{(i)}$ of the dislocation curve. The threshold term $F_c$ stands for the internal lattice friction, i.e., it describes minimal force needed to bring an arbitrary dipolar loop into motion.

In simulations, the interaction between dipolar loops plays an important role. Hence, it cannot be neglected. The computer simulations\textsuperscript{16} and results of Ref. 15 show that the term $F_c$ describes mutual interaction between the $j$th dipolar loop and a given point on the dislocation curve, and

$$
F_{x}^{c(j,k)} = \frac{\mu h^2}{\pi (1 - \nu)} b' b'' \left\{ \begin{array}{l}
- 8 \xi_1 (x_0^2 + y_0^2)^2 \\
- 1 = - 1
\end{array} \right.
$$

(1)

For the combinations $V_1 - V_2$, $V_1 - I_2$, $I_1 - V_2$, $V_2 - V_1$, $V_2 - I_1$, $I_2 - V_1$, and $I_2 - I_1$ it holds

$$
F_{x}^{c(j,k)} = \frac{\mu h^2}{\pi (1 - \nu)} b' b'' \left\{ \begin{array}{l}
- 8 \xi_1 (x_0^2 + y_0^2)^2 \\
+ 1 = + 1
\end{array} \right.
$$

(2)

and (3) For the combinations $V_1 - V_1$, $V_1 - I_1$, $I_1 - V_1$, and $I_1 - I_1$ (using the upper signs), and for $V_2 - V_2$, $V_2 - I_2$, $I_2 - V_2$, and $I_2 - I_2$ (with the lower signs) the interaction is given by the formula

$$
F_{x}^{c(j,k)} = \frac{\mu h^2}{\pi (1 - \nu)} b' b'' \left\{ \begin{array}{l}
- 8 \xi_1 (x_0^2 + y_0^2)^2 \\
+ 1 = + 1
\end{array} \right.
$$

\text{Burgers vector of the second dipolar loop. As shown in Ref. 23, the interstitial dipolar loop simply reverses the direction of the interaction force. Then values of $b'$ and $b''$ are, therefore, set to $b$ for the case of a vacancy dipolar loop, and to $-b$ for an interstitial dipolar loop in Eqs. (13) and (14). The vector $[x_0, y_0, z_0]$ denotes the relative position of the loop barycenters.}

The interaction between two dipolar loops has a complex spatial variability. This is demonstrated in Figs. 3–6. Figure 3 shows the interaction force $F_{x}^{c(j,k)}$ between dipolar loops $V_1$ and $V_2$ placed in the same height above the slip plane, i.e., difference in $y$ coordinate vanishes. Forces $F_{x}^{c(j,k)}$ and $F_{x}^{c(j,k)}$ have similar graphs when staying in the same height above the slip plane—this can be seen from the formulae: almost all terms having difference in $y_0$ zero vanish and the rest is up-to-constants similar to $F_{x}^{c(j,k)}$.

Figures 4–6 present graphs of forces between two dipolar loops of types $V_1 - V_1$ and $V_2 - V_2$ which have the same $z$-axis coordinate, i.e., difference in $z$ coordinate vanishes. In
each case, there are five areas where there is attraction between dipolar loops, and five areas where there is repulsion. These areas are of different sizes. Moreover, location of attractive and repulsive areas depends on the combination of dipolar-loop types.

Remark. Note that if we set \( x_0 = 0 \), there is no force between the dipolar loops, i.e., \( F_{i}^{(1)} = 0 \) for any \( y_0 \) and \( z_0 \). This is not valid for \( F_{i}^{(2)} \) nor for \( F_{i}^{(3)} \).

III. COMPUTATIONAL MODEL

A. Discretization of the evolution problem

The model of interaction dynamics in Eqs. (3)–(6) is approximately treated by means of the numerical scheme based on discretization of the model equations in space by the finite-volume method and subsequently, on discretization of the model equations in time by the higher-order Runge–Kutta scheme.

At a given time moment, the dislocation curve \( \Gamma \) is approximated by a piecewise linear curve with vertices—nodes \( \tilde{X}_i(t) = (x_i(t), y_i(t), z_i(t)) \), \( i = 0, \ldots, M \) in the slip plane \( \Sigma \). The end nodes \( \tilde{X}_0 \) and \( \tilde{X}_M \) are prescribed by the boundary conditions in Eq. (5)

\[
\tilde{X}_0 = \tilde{X}_{\text{fixed},0}, \quad \tilde{X}_M = \tilde{X}_{\text{fixed},L},
\]

and do not depend on time.

The segments \([\tilde{X}_{i-1}, \tilde{X}_i] \) are called flowing finite volumes. We also define dual volumes \( \mathcal{V}_i = [\tilde{X}_{i-1/2}, \tilde{X}_i] \cup [\tilde{X}_i, \tilde{X}_{i+1/2}] \), \( i = 1, \ldots, M-1 \), where \( \tilde{X}_{i-1/2} = (\tilde{X}_{i-1} + \tilde{X}_i) / 2 \) and \( \tilde{X}_{i+1/2} = (\tilde{X}_i + \tilde{X}_{i+1}) / 2 \) are the centers of segments \([\tilde{X}_{i-1}, \tilde{X}_i] \) and \([\tilde{X}_i, \tilde{X}_{i+1}] \), respectively, (see Fig. 7).

The finite-volume method is based on integrating the evolution [Eq. (3)] over the dual volume \( \mathcal{V}_i \). We then obtain

\[
\int_{\mathcal{V}_i} B \partial_t \tilde{X}_d \, ds = \int_{\mathcal{V}_i} \varepsilon \partial_{ss} \tilde{X}_d \, ds + \int_{\mathcal{V}_i} F \partial_x \tilde{X}_s \, ds,
\]

from which it follows that

\[
B \frac{d_x + d_{x+1}}{2} \frac{d \tilde{X}_d}{dt} = \varepsilon \partial_{ss} \tilde{X}_{i+1/2} + F \frac{d \tilde{X}_s}{d_{x+1}} \tilde{X}_{i+1/2},
\]

where
are the distances between the nodes (we recall that \( \Gamma \) is located in the slip plane \( \Sigma \), and therefore the \( y \) coordinate vanishes).

The values \( F_i \) are a piecewise constant approximation of the function \( F \) over the dual volume \( \mathcal{V}_i \) with

\[
F_i = F(\tilde{x}_i).
\]

Replacing the terms on the right-hand side of Eq. (16) by finite differences and by averaged values, respectively, the following system of ordinary differential equations (ODE’s) is obtained (compare with Ref. 14)

\[
B \frac{d\tilde{x}_i}{dt} = e \left( \frac{2}{d_i + d_{i+1}} \left( \frac{\tilde{x}_{i+1} - \tilde{x}_i}{d_{i+1}} - \frac{\tilde{x}_i - \tilde{x}_{i-1}}{d_i} \right) \right) + \frac{2}{d_i + d_{i+1}} F \frac{\tilde{x}_{i+1} \pm \tilde{x}_{i-1}}{2}, \quad i = 1, \ldots, M - 1.
\]

The initial conditions for this problem are given by the distribution of initial node positions given by values \( s_1, \ldots, s_{M-1} \) of the arc-length parameter

\[
\tilde{x}_i(0) = \tilde{x}_{\text{ini}}(s_i), \quad i = 1, \ldots, M - 1.
\]

The discretization of \( \Gamma \) also influences the stress contribution of the dislocation curve to the motion equation of the \( j \)th dipolar loop due to term [Eq. (12)]. The contributions of each curve segment are summed to obtain approximation of \( F_{x}^{(j)} \) for which we use the following notation

\[
F_{x}^{(j)}(t) = \sum_{i=0}^{M-1} \sigma_{x}(X_{i+1/2}^{(j)}(t) - x^{(j)}(t)) \times b_{\text{curv}}(X_{i+1/2}^{(j)}(t) - X_{i}^{(j)}(t)),
\]

where \([x^{(j)}(t), y^{(j)}(t), z^{(j)}(t)]\) is the center of the dipolar loop at time \( t \), and \( y^{(j)} \) and \( z^{(j)} \) are fixed and time independent.

The driving term \( F_{x,\text{total}} \) in Eq. (4) is then evaluated according to Eq. (11). Note that it depends on the nodal positions \( \tilde{x}_i(t), i = 0, \ldots, M \).

\[
\frac{dx^{(j)}(t)}{dt} = \frac{1}{BP} F_{x,\text{total}}(\tilde{x}_0(t), \ldots, \tilde{x}_M(t), x^{(0)}(t), \ldots, x^{(N)}(t)),
\]

\[
j = 1, \ldots, N.
\]

The discretized evolution problem is completed by initial and boundary conditions and has the following form:

\[
B \frac{d\tilde{x}_i}{dt} = e \left( \frac{2}{d_i + d_{i+1}} \left( \frac{\tilde{x}_{i+1} - \tilde{x}_i}{d_{i+1}} - \frac{\tilde{x}_i - \tilde{x}_{i-1}}{d_i} \right) \right) + \frac{2}{d_i + d_{i+1}} F \frac{\tilde{x}_{i+1} \pm \tilde{x}_{i-1}}{2}, \quad i = 1, \ldots, M - 1.
\]

This problem is a system of ODE’s depending on time. It is solved by the Runge–Kutta fourth-order scheme according to Ref. 24.

**B. Redistribution of nodes along the dislocation curve**

Dynamics of the interaction between the dislocation curve and the dipolar loops contains several time scales related to the motion of the dislocation, to the motion of the dipolar loops and to their mutual influence. For example, an imposed external periodically variable total strain causes a periodical motion of the dislocation (expansion and shrinking) with a relatively short time scale. This motion brings changes in the position of the dipolar loops with another, longer time scale. Frequently, the model must cover time intervals of order of magnitude larger to make corresponding physical behavior apparent. This requirement can become difficult to fulfill when using the discrete model [Eqs. (21)–(24)] without any additional improvement.

Such difficulties are shown in Fig. 8 where dynamics of a single dislocation curve and two dipolar loops is presented. The model setting is summarized in Table I. This computational study considers one dipolar loop (left) of the type \( V_2 \) and placed 5 nm above the slip plane of the dislocation curve. Another dipolar loop (right) of the type \( V_1 \) is placed 5 nm below the slip plane of the dislocation curve. The initial configuration for time \( t = 0 \) is shown in Fig. 8(a). The inclination of the initially straight dislocation curve with respect to the Burgers vector is 30°. Position of the curve and loops is shown at four different time moments close to the time \( t \approx 36 \) s in Fig. 8(b) (corresponds to more than 56 load cycles) and at four different time moments close to the time \( t \approx 56 \) s in Fig. 8(d) (corresponds to more than 87 load cycles). An enlarged detail of Fig. 8(b) is in Fig. 8(c) from which a nonuniform distribution of discretization nodes along the dislocation curve can be observed. After a certain time, the numerical computation of this example becomes unstable—the discretization nodes shift away from each other along some parts of the dislocation curve. This is caused by the force interaction with the dipolar loops and by long time intervals covered by the simulation. These two effects overcome the natural redistribution property of Eq. (3). It is therefore necessary to derive an enhanced redistribution of the nodes along the dislocation curve (in the tangential direction) which would stabilize nodes during long-term computations.

The redistribution algorithms have been discussed, e.g., in Refs. 25–29 for closed curves where tangential motion of
the nodes is not limited by the shape of the curve. Dislocation curves considered in this article are open. The tangential motion of points is then limited by the fixed ends. We therefore modify approaches available for closed curves and allow a tangential motion for the nodes inside the dislocation curve only.

For this purpose the governing Eq. (3) for the dislocation motion is modified by adding a term \( \alpha \partial_t \vec{X} \) acting in the tangential direction which does not modify the curve motion

\[ B \partial_t \vec{X} = \varepsilon \partial^2 \vec{X} + F \partial_t \vec{X} + \alpha \partial_t \vec{X}, \tag{25} \]

here \( \alpha \) is the coefficient of the tangential motion which is specified below.

The tangential term is introduced into the discrete Eq. (21). Here instead of discretizing \( \alpha \partial_t \vec{X} \) by

\[ \alpha_i \frac{\vec{X}_{i+1} - \vec{X}_{i-1}}{d_i + d_{i+1}}, \]

similarly to the force term in Eq. (21), another discretization is used

\[ \alpha_i \frac{\vec{X}_{i+1} - \vec{X}_{i-1}}{|\vec{X}_{i+1} - \vec{X}_{i-1}|}, \]

The reason is that for higher curvature at the node \( \vec{X}_i \), the distance \( |\vec{X}_{i+1} - \vec{X}_{i-1}| \) fits better into the numerical approximation than the sum of distances \( d_i \) and \( d_{i+1} \), as discussed in Refs. 28 and 30. The modified discrete evolution law then becomes

\[ B \frac{d\vec{X}_i}{dt} = \varepsilon \frac{2}{d_i + d_{i+1}} \left( \frac{\vec{X}_{i+1} - \vec{X}_i}{d_{i+1}} - \frac{\vec{X}_i - \vec{X}_{i-1}}{d_i} \right) + \frac{2}{d_i + d_{i+1}} F_i \frac{\vec{X}_{i+1} - \vec{X}_{i-1}}{2} + \frac{\vec{X}_{i+1} - \vec{X}_{i-1} + \alpha_i \vec{X}_{i+1} - \vec{X}_{i-1}}{|\vec{X}_{i+1} - \vec{X}_{i-1}|}, \]

\[ i = 1, \ldots, M - 1. \tag{26} \]

When specifying a suitable parameter \( \alpha \) for an open curve with fixed ends, obvious conditions must be satisfied

\[ \alpha_0(t) = \alpha_M(t) = 0, \quad \forall t \in (0, T). \]

A class of curvature-driven problems can be treated by the redistribution of the nodes based on the curvature as discussed in Refs. 25, 28, 30, and 31. In this case, the nodes accumulate along parts of the curve with higher curvature. In
case of dislocation dynamics, the dislocation is curved close to the dipolar loops whose position is not a priori known. Redistribution of the nodes to the proximity of the dipolar loops then can be delayed. Accuracy of simulations is also influenced by the approximation of the term Eq. (8)) describing the plastic strain carried by a curve segment.

Derivation of a suitable form of \( \alpha_i, \ i = 1, \ldots, M - 1 \), then proceeds by means of a change of the arc-length parametrization to the fixed-domain parametrization of the curve \( \Gamma \) governed by the law [Eq. (1)] as it has been shown in Ref. 32. Assume that \( \Gamma \) is parametrized by the mapping \( x \equiv x(t, u) \) for \( u \in [0, 1] \) being the fixed-domain parameter. We then define

\[
g(u, t) = \left| \partial_s x(u, t) \right|
\]

Then there is a relation between the fixed-domain parametrization by \( u \) and the arc-length parametrization by \( s \) as follows:

\[
ds = gdu.
\]

Denote the right-hand side of Eq. (1) as \( \beta = \varepsilon \kappa_1 + F \) and express the quantity \( A \) by means of both parametrizations as

\[
A = \frac{1}{L} \int_0^1 \kappa_1 \beta ds = \frac{1}{L} \int_0^1 \kappa_1 \beta g du.
\]

If we set

\[
\partial_s \alpha = \kappa_1 \beta - A,
\]

we have in terms of the fixed domain parametrization

\[
\frac{1}{g} \partial_u \alpha = \kappa_1 \beta - A.
\]

We then obtain the simplest model preserving relative local lengths.

1. Relative-length preserving redistribution

Equation (29) can be rewritten into the form

\[
\partial_u \alpha = \kappa_1 \beta g - Ag,
\]

from which we obtain a formula for \( \alpha \)

\[
\alpha(t, 0) = 0,
\]

\[
\alpha(t, u) = \int_0^u \kappa_1 \beta g \xi - A \int_0^u g \xi.
\]

Such a choice of \( \alpha \) yields (see Ref. 32)

\[
\frac{g(u, t)}{L(t)} = \frac{g(u, 0)}{L(0)} \quad \text{for any } u \in [0, 1], \quad t \in (0, T),
\]

what in fact expresses the preservation of relative local lengths. Moreover, the requirement for \( \alpha(t, 1) \) is easily fulfilled

\[
\alpha(t, 1) = \int_0^1 \kappa_1 \beta g \xi - A \int_0^1 g \xi = AL - AL = 0.
\]

Conservation of the relative local lengths is a suitable property for the model of dislocation dynamics. We therefore convert Eq. (31) into the arc-length form

\[
\alpha(t, s) = \int_0^t \kappa_1 \beta ds - A \int_0^t ds.
\]

Using discrete form of the differential transformation in Eq. (27)

\[
g \approx \frac{[\bar{x}_{i+1} - \bar{x}_i]}{\Delta u}, \quad L(t) \approx \sum_{j=0}^{M-1} [\bar{x}_{j+1} - \bar{x}_j],
\]

the formula in Eq. (32) can be transformed into the discrete version

\[
L_i(t) = \sum_{j=0}^{i} d_j,
\]

\[
\alpha_i(t) = \sum_{j=0}^{i} \kappa_{i,j} \beta_j d_j - \frac{L_i(t)}{L(t)} \sum_{j=0}^{M} \kappa_{i,j} \beta_j d_j,
\]

where \( d_j \) is the distance of the neighboring nodes defined in Eq. (17). The quantities \( \kappa_{i,j} \) and \( \beta_j \) are expressed in terms of the parametrization \( \bar{x} = \bar{x}(t, s) \). The Frenet formula gives

\[
\kappa_1 \cdot \bar{N} = \partial_s^2 \bar{X},
\]

where \( \bar{N} \) denotes the normal vector

\[
\bar{N} = \partial_s \bar{X} \perp \frac{(\bar{x}_{i+1} - \bar{x}_i) \perp}{|\bar{x}_{i+1} - \bar{x}_i|}.
\]

Using the scalar product with \( \bar{N} \) on both sides of the Frenet formula (35) we get

\[
\kappa_1 = \partial_{ss} \bar{X} \cdot \bar{N}.
\]

Discretizing this relationship [compared with Eq. (26)] we obtain

\[
\kappa_{i,j} = \frac{2}{d_i + d_{i+1}} \left( \frac{\bar{x}_{i+1} - \bar{x}_i}{d_{i+1}} - \frac{\bar{x}_i - \bar{x}_{i-1}}{d_i} \right), \quad \frac{(\bar{x}_{i+1} - \bar{x}_i) \perp}{|\bar{x}_{i+1} - \bar{x}_i|}.
\]

The formula for \( \beta_i \) is obtained from Eq. (26) too.

\[
\beta_i = \varepsilon \frac{2}{d_i + d_{i+1}} \left( \frac{\bar{x}_{i+1} - \bar{x}_i}{d_{i+1}} - \frac{\bar{x}_i - \bar{x}_{i-1}}{d_i} \right)
\]

\[
+ \frac{2}{d_i + d_{i+1}} F_i \frac{\bar{x}_{i+1} \perp - \bar{x}_{i-1} \perp}{2}.
\]

In comparison to the analytical formulae (30) and (31) preserving relative local lengths, the discrete version [Eq. (34)] preserves them approximately only. As it can be seen from Fig. 9, numerical behavior is improved only slightly in com-
2. Asymptotically uniform redistribution

A stronger type of redistribution is therefore needed. Let \( \omega \) be a constant to be specified later. Let us use the quantity \( A \) defined in Eq. (28). The expression for \( \alpha \) is

\[
\frac{1}{g} \partial_u \alpha = \kappa \beta - A + \omega \left( \frac{L}{g} - 1 \right),
\]

from which we get

\[
\partial_u \alpha = \kappa \beta g - Ag + \omega (L - g).
\]

In the continuous case \( \alpha \) is given by

\[
\alpha(t,0) = 0,
\]

\[
\alpha(t,u) = \int_0^u \kappa \beta g d\xi - A \int_0^u g d\xi + \omega \left( L \int_0^u d\xi - \int_0^u g d\xi \right).
\]

Similarly to the previously described relative local length preserving case, for \( \alpha(t,1) \) it holds

\[
\alpha(t,1) = \int_0^1 \kappa \beta g d\xi - A \int_0^1 g d\xi + \omega \left( L \int_0^1 d\xi - \int_0^1 g d\xi \right)
= AL - AL + \omega (L \cdot 1 - L) = 0.
\]

The discrete formula for \( \alpha_i \) in the case of asymptotically uniform redistribution of nodes reads as

\[
L_i(t) = \sum_{j=0}^M d_j,
\]

\[
\alpha_0(t) = 0,
\]

\[
\alpha_i(t) = \sum_{j=0}^M \kappa \beta_j d_j - \frac{L_i(t)}{L(t)} \sum_{j=0}^M \kappa \beta_j d_j + \omega \left( \frac{L(t)}{d_i(M-1)} - 1 \right).
\]

Under the assumptions that \( \omega > 0 \) is constant (e.g., \( \omega = 100 \)) we refer to Ref. 32 to state the behavior of the local length as \( t \) grows

\[
\frac{g(u,t)}{L(t)} \to 1 \quad \text{as} \quad t \to T_{max}
\]

uniformly with respect to \( u \in [0,1] \).

Figure 10 shows that under identical setting as it was presented in Figs. 8 and 9, the nodes remain uniformly distributed along the dislocation in long-term computations.

IV. SIMULATION RESULTS AND DISCUSSION

Main goal of the article was to present a reliable simulation method which allows to perform computations for long time periods. In Sec. III it has been concluded that the method of the asymptotically uniform redistribution of nodes satisfies this requirement. As a further test, the method is employed in a preliminary study of a loop clustering considered to be one of elementary processes leading to a dipolar
consisting of a single dislocation curve. In Fig. 11 there are several time levels of dynamics of loops. In Fig. 11 there are several time levels of dynamics. The setting and presentation of the result is identical to the simulation presented in Fig. 8. Time evolution is indicated by an arrow.

The simulation has been performed in order to study the clustering phenomenon which occurs rather abruptly. It is first observed at $t=46$ s—after 72 load cycles. In the following time levels, the cluster does not substantially change its shape.

In general, the cluster formation highly depends on the initial conditions where the initial positions of the dipolar loops play important role. Moreover, the clustering is not a rule. A change in types of dipolar loops (using the same initial positions) produces different results and does not necessarily lead to clustering. This fact is illustrated in Fig. 12.

Four different initial setups of vacancy dipolar loop configurations were used for the simulations. Here, five dipolar loops of type $V_1$ and five dipolar loops of type $V_2$ were used with positive or negative $y$ coordinate ranging between 10 and 20 nm. The left-hand side graphs show the initial setups ($t=0$ s), while the right-hand side graphs show the simulation results close to the time $t=166$ s—after 260 load cycles. In Figs. 12(a) and 12(c), there is no apparent clustering. In Fig. 12(b) clustering occurs. In Fig. 12(d), two smaller clusters seem to be formed. Clear correlation between occurrence of clustering and composition of the loop set has not yet been detected.

The above presented results represent a test of the proposed computational method in case of larger number of loops. A further systematic study of a loop clustering would be needed. From a broader viewpoint, the loop clustering is one of several mechanisms of dipolar structure pattering. One could also consider interaction among glide dislocations, loop and dislocation generation, and annihilation subjected to laws of continuum crystal mechanics (stress equilibrium and compatibility).

The pattering phenomenon has also been studied by other approaches. The model of discrete dislocation dynamics considering segments of the dislocation curves moving over a discrete lattice was used for simulations of activity of a large number of dislocations in a volume element of the size $\sim 10$ $\mu$m with periodic boundary conditions and with a realistic dislocation density. As it can be seen from Refs. 33–35, it already reached some traces of initial pattering. On the other hand, the models of discrete dislocation dynamics based on parametric methods, which discretize dislocation curves into piecewise linear (the model presented here) or

![Figure 10](image_url)

**FIG. 10.** (Color online) Interaction dynamics between a dislocation and two dipolar loops of $V_1$ and $V_2$ type computed with help of the asymptotically uniform redistribution. The setting and presentation of the result is identical to the simulation presented in Fig. 8. Time evolution is indicated by an arrow.
into piecewise polynomially represented segments, may require more computational capacity. On the other hand, the parametric methods are more accurate in capturing details of the dislocation and loops interactions. As our preliminary results indicate, the clustering is sensitive to these details. This opens a further perspective for the described approach.

As dislocation patterning is a result of a collective behavior of a large number of dislocations and loops a continuous description is a useful tool. A statistical derivation of continuous distribution of dislocations from discrete dislocation dynamics has been suggested by Groma et al.36–40 The idea was to study a simplified model of straight parallel edge

FIG. 11. (Color online) Interaction dynamics between a dislocation and ten dipolar loops of V1 and V2 type. Graphs on left show spatial positions of interacting objects, graphs on right show projection of the positions onto the slip plane. The initial configuration is in part (a), the configuration after 72 load cycles, i.e., close to t=46 s in part (b), the configuration after 178 load cycles, i.e., close to t=114 s in part (c), the configuration after 260 load cycles, i.e., close to t=166 s in part (d), and the configuration after 312 load cycles, i.e., close to t=199 s in part (e). Parts (b)–(e) show mutual configuration of the dislocation and of the loops at four subsequent time moments differing by 0.05 s with time evolution indicated by an arrow.
dislocations of a single slip system represented by points of intersection of the dislocation lines with the plane of deformation. Thus, the problem was reduced to statistics of point objects, where the tools of standard statistical mechanics were employed. This idealized model revealed one of the main problems of this approach: an adequate description of the short range correlations among dislocations. In the derived averaged continuum model, the correlations result in nonlocal effects which play a decisive role in modeling of dislocation patterning and size effects. In 2D idealized models, there have been partly successful attempts to determine the correlation functions by means of a statistical evaluation of massive dynamics simulations of discrete straight edge dislocations. The statistical approach mentioned above has been applied to curved glide dislocations and dipolar dislocation loops in Ref. 41. The resulting continuous constitutive equations are expressed through correlation functionals. Their determination would require a careful description of interactions in the close vicinity of a dislocation or a loop. The method proposed and tested in this article could provide the data on local arrangement in loop clustering caused by a moving dislocation.
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