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#### Abstract

This article aims to contribute to the understanding of the curvature flow of curves in a higher-dimensional space. Evolution of curves in $\mathbb{R}^{m}$ by their curvature is compared to the motion of hypersurfaces with constrained normal velocity. The special case of shrinking hyperspheres is further analyzed both theoretically and numerically by means of a semi-discrete scheme with discretization based on osculating circles. Computational examples of evolving spherical curves are provided along with the measurement of the experimental order of convergence.


1. Introduction. In physics, hypersurfaces and curves (mainly in $\mathbb{R}^{3}$ ), describe interfaces between different phases, defects in crystalline structure of materials or boundaries of thin layers (see [23, 19]). Their motion by curvature in various sense has been thoroughly studied, namely in two-dimensional case, where important theoretical results were obtained in [11, 10]. Modifications of curvature flow can

[^0]be found in applications ranging from physics to computer image processing (see $[18,4,22]$ ). Various generalizations led to the mean curvature flow of hypersurfaces, studied in e.g. [14], or the motion of differentiable manifolds with higher codimension (see [24, 1]). Some of the classical results, however, do not hold under generalized circumstances. For instance, the comparison principle for two initially disjoint closed shrinking curves states that they can not intersect during the curvature flow. But curves in a space with higher dimension than 2 do not generally obey this rule and can adopt more complicated mutual positions. To understand principles of this curve motion, we analyze mutual position of an evolving curve and of an evolving hypersurface and find a comparison principle for it.

In this way, we achieve a new result which complements the features obtained in $[7,12,15,24]$. The comparison principle proved in this article can also be used to recover properties of spherical curves presented in [12].

Curve evolution can be followed by means of several different approaches. In this contribution, we explore the parametric (direct) approach since it has a straightforward generalization from $\mathbb{R}^{2}$ to higher-dimensional spaces. Other approaches, such as the phase field or the level set method (see [22, 20]), are better suited for planar curves. Generalization of these methods for manifolds with higher codimension can be found in [5, 3]. In general, the parametric approach is less computationally demanding but, unlike other mentioned methods, it does not handle topological changes well.

The article is organized as follows. Section 2 introduces the curvature flow in arbitrary dimensional Euclidean space and includes the necessary notation for the parametric formulation. Similarly, the problems of moving hypersurfaces are introduced in Section 3. The main theoretical result and its proof is provided in Section 4. The consequences of the main theorem are discussed in Section 5. Section 6 describes a semi-discrete numerical scheme for the curvature flow in arbitrary dimensional space with discretization based on osculating circles. The last section includes computational examples that demonstrate the behavior of spherical curves under the curvature flow.
2. Parametric description of moving curves in $\mathbb{R}^{m}$. We study the curvature flow of closed curves in $\mathbb{R}^{m}$ by means of the parametric approach. For this purpose, we introduce the following notation.

Let $\left\{\Gamma_{t}\right\}_{t \in\left[0, T_{\Gamma}\right)}$ be a family of closed curves in $\mathbb{R}^{m}$ evolving in time interval $\left[0, T_{\Gamma}\right)$. For given $t \in\left[0, T_{\Gamma}\right)$, the curve $\Gamma_{t}$ is represented by a parametrization $\mathbf{X}(\cdot, t): \mathbb{S}^{1} \rightarrow \mathbb{R}^{m}$. We make the following regularity assumptions on $\mathbf{X}$ :

$$
\begin{align*}
\mathbf{X} & \in \mathcal{C}^{1}\left(\mathbb{S}^{1} \times\left[0, T_{\Gamma}\right) ; \mathbb{R}^{m}\right)  \tag{1}\\
\mathbf{X}(\cdot, t) & \in \mathcal{C}^{2}\left(\mathbb{S}^{1} ; \mathbb{R}^{m}\right) \text { for all } t \in\left[0, T_{\Gamma}\right)  \tag{2}\\
\left|\partial_{u} \mathbf{X}(u, t)\right| & >0 \text { for all } u \in \mathbb{S}^{1} \text { and } t \in\left[0, T_{\Gamma}\right) \tag{3}
\end{align*}
$$

Here $\mathbb{S}^{1}=\mathbb{R} / 2 \pi \mathbb{Z}$ is a unit circle and $|\cdot|$ is the Euclidean norm in $\mathbb{R}^{m}$.
The tangent vector $\mathbf{T}(u, t)$ and the curvature $K(u, t)$ are defined as

$$
\mathbf{T}(u, t)=\left|\partial_{u} \mathbf{X}(u, t)\right|^{-1} \partial_{u} \mathbf{X}(u, t), \quad K(u, t)=\left|\partial_{u} \mathbf{X}(u, t)\right|^{-1}\left|\partial_{u} \mathbf{T}(u, t)\right|
$$

for all $u \in \mathbb{S}^{1}$ and $t \in\left[0, T_{\Gamma}\right)$. The principal normal vector $\mathbf{N}(u, t)$ is defined only when $K(u, t)>0$ as $\mathbf{N}(u, t)=\left|\partial_{u} \mathbf{T}(u, t)\right|^{-1} \partial_{u} \mathbf{T}(u, t)$.

The time evolution of $\left\{\Gamma_{t}\right\}_{t \in\left[0, T_{\Gamma}\right)}$ is given by the curvature flow in the form of the initial-value problem for the paramerization $\mathbf{X}=\mathbf{X}(u, t)$ :


Figure 1. Visualization for the definition of $\mathbf{y}(u, t)$ and $\bar{u}(t)$.

$$
\begin{array}{rr}
\partial_{t} \mathbf{X}=K \mathbf{N} & \text { in } \mathbb{S}^{1} \times\left(0, T_{\Gamma}\right) \\
\left.\mathbf{X}\right|_{t=0}=\mathbf{X}_{i n i} & \text { in } \mathbb{S}^{1} \tag{5}
\end{array}
$$

where $\mathbf{X}_{\text {ini }} \in \mathcal{C}^{2}\left(\mathbb{S}^{1} ; \mathbb{R}^{m}\right)$ describes the initial curve $\Gamma_{0}$. Although $\mathbf{N}$ is undefined at the points of $\Gamma_{t}$ where $K=0$, the term $K \mathbf{N}=\left|\partial_{u} \mathbf{X}\right|^{-1} \partial_{u} \mathbf{T}$ in (4) is defined everywhere.

The existence of the solution for (4-5) together with analysis of singularities and behavior of global quantities was studied for curves in $\mathbb{R}^{3}$ by Altschuler in [1, 2] and later for curves in spaces with higher dimension in [24].
3. Moving hypersurfaces in $\mathbb{R}^{m}$ and the signed distance function. In this contribution, we aim to compare evolution of $\left\{\Gamma_{t}\right\}_{t \in\left[0, T_{\Gamma}\right)}$ and evolution of a hypersurface given by its normal velocity. To this end, we introduce the notion of moving hypersurface as follows.

Let $\left\{\Sigma_{t}\right\}_{t \in\left[0, T_{\Sigma}\right)}$ be a family of closed oriented $\mathcal{C}^{2}$-class hypersurfaces in $\mathbb{R}^{m}$ evolving in the time interval $\left[0, T_{\Sigma}\right)$. Since, for a given $t \in\left[0, T_{\Sigma}\right), \Sigma_{t}$ is an oriented and closed manifold, we can define two disjoint open sets $\Omega_{t}^{ \pm}$such that $\Omega_{t}^{+} \cup \Omega_{t}^{-}=\mathbb{R}^{m} \backslash \Sigma_{t}$. The unit normal vector of $\Sigma_{t}$ at the point $\mathbf{y} \in \Sigma_{t}$ is denoted by $\boldsymbol{\nu}(\mathbf{y}, t)$ and it is always pointing outward of $\Omega_{t}^{+}$. The extended Weingarten map is defined as $W(\mathbf{y}, t)=-\left(\nabla_{\Sigma_{t}} \nu_{1}, \ldots, \nabla_{\Sigma_{t}} \nu_{m}\right)(\mathbf{y}, t)$, where $\nabla_{\Sigma_{t}}$ is the surface gradient on $\Sigma_{t}$. The principal curvatures $\kappa_{1}, \ldots, \kappa_{m-1}$ are the eigenvalues of $W$ with $\mathbf{e}_{i} \cdot \boldsymbol{\nu}=0$, i.e. $W \mathbf{e}_{i}=\kappa_{i} \mathbf{e}_{i}$ for $i=1, \ldots, m-1$ and $W \boldsymbol{\nu}=\mathbf{0}$. We remark that $\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{m-1}, \boldsymbol{\nu}\right\}$ becomes an orthonormal basis of $\mathbb{R}^{m}$ (see Chapter 2 in [16] for further detail).

Let us define

$$
\mathcal{M}:=\bigcup_{t \in\left[0, T_{\Sigma}\right)} \Sigma_{t} \times\{t\} \subset \mathbb{R}^{m} \times \mathbb{R} .
$$

Following the notation in Chapter 5 from [16], we call $\left\{\Sigma_{t}\right\}_{t \in\left[0, T_{\Sigma}\right)}$ a $\mathcal{C}^{2,1}$-class if $\boldsymbol{\nu} \in \mathcal{C}^{1}\left(\mathcal{M} ; \mathbb{R}^{m}\right)$.

Note that changing the orientation of $\Sigma_{t}$, i.e. swapping $\Omega_{t}^{+}$and $\Omega_{t}^{-}$, affects the direction of the normal vector $\boldsymbol{\nu}$ as well as the sign of the principal curvatures $\kappa_{i}$. For instance, if we consider $\Sigma_{t}=\partial B$ and $\Omega_{t}^{-}=B$, where $B$ is a unit ball in $\mathbb{R}^{m}$, the normal vector $\boldsymbol{\nu}$ is pointing towards the center of $B$ and all principal curvature are equal to 1 .

The time evolution of $\left\{\Sigma_{t}\right\}_{t \in\left[0, T_{\Sigma}\right)}$ is given by specifying its normal velocity $v(\mathbf{x}, t)=\mathbf{z}^{\prime}(t) \cdot \boldsymbol{\nu}(\mathbf{x}, t)$, where $\mathbf{z}$ is any differentiable function with respect to $t$ such that $\mathbf{z}(0)=\mathbf{x}$ and $\mathbf{z}\left(t^{\prime}\right) \in \Sigma_{t^{\prime}}$ for all $t^{\prime}$ from some neighborhood of $t$.

When analyzing the relationship of the curve $\Gamma_{t}$ evolved by (4-5) and of a moving hypersurface, we explore the tools such as the signed-distance function. Relationship of a point $\mathbf{x} \in \mathbb{R}^{m}$ to $\Sigma_{t}$ is provided by the signed-distance function defined as follows

$$
d(\mathbf{x}, t):=\left\{\begin{array}{ll}
\operatorname{dist}\left(\mathbf{x}, \Sigma_{t}\right) & \text { for } \mathbf{x} \in \Omega_{t}^{+} \\
0 & \text { for } \mathbf{x} \in \Sigma_{t} \\
-\operatorname{dist}\left(\mathbf{x}, \Sigma_{t}\right) & \text { for } \mathbf{x} \in \Omega_{t}^{-}
\end{array} .\right.
$$

We use the following notation (see Figure 1):

$$
\begin{aligned}
\mathbf{y}(u, t) & =\underset{\mathbf{y} \in \Sigma_{t}}{\operatorname{argmin}}|\mathbf{X}(u, t)-\mathbf{y}|, \\
\bar{u}(t) & =\underset{u \in \mathbb{S}^{1}}{\operatorname{argmin}}|\mathbf{X}(u, t)-\mathbf{y}(u, t)| .
\end{aligned}
$$

The following remark contains useful formulae for the signed-distance function. They are shown in Chapter 3 from [16].

Remark 1. When $\Sigma_{t}$ is sufficiently smooth, there exists $\varepsilon_{0}>0$ such that when $\operatorname{dist}\left(\mathbf{X}(u, t), \Sigma_{t}\right)<\varepsilon_{0}$ for some $u \in \mathbb{S}^{1}$ and $t \in\left[0, T_{\Sigma}\right)$, then $\mathbf{y}(u, t)$ is unique and the signed distance function $d$ satisfies

$$
\begin{align*}
\nabla d(\mathbf{X}(u, t), t) & =-\boldsymbol{\nu}(\mathbf{y}(u, t), t)  \tag{6}\\
\Delta d(\mathbf{X}(u, t), t) & =\sum_{i=1}^{m-1} \frac{\kappa_{i}(\mathbf{y}(u, t), t)}{1+d(\mathbf{X}(u, t), t) \kappa_{i}(\mathbf{y}(u, t), t)},  \tag{7}\\
\mathbb{H} d(\mathbf{X}(u, t), t) & =(I+d(\mathbf{X}(u, t)) W(\mathbf{y}(u, t), t))^{-1} W(\mathbf{y}(u, t), t),  \tag{8}\\
\partial_{t} d(\mathbf{X}(u, t), t) & =v(\mathbf{y}(u, t), t) \tag{9}
\end{align*}
$$

where $\left.\mathbb{H} d\right|_{i, j}=\frac{\partial^{2} d}{\partial x_{i} \partial x_{j}}$ for $i, j \leq m$ is the Hessian matrix of $d$ and $I$ is the identity matrix of size $m$.
4. Generalized comparison principle. In the following, we study the relationship between the moving hypersurface $\Sigma_{t}$ introduced in Section 3 and the moving curve given by (4-5) which for $t=0$ is on one side of $\Sigma_{0}$. We show that it remains to be so for a time span given by the assumptions.

For $t \in\left[0, \min \left\{T_{\Gamma}, T_{\Sigma}\right\}\right)$ we introduce the function

$$
\begin{equation*}
R(t):=\min _{u \in \mathbb{S}^{1}} \operatorname{dist}\left(\mathbf{X}(u, t), \Sigma_{t}\right)=\operatorname{dist}\left(\mathbf{X}(\bar{u}(t), t), \Sigma_{t}\right)=|\mathbf{X}(\bar{u}(t), t)-\mathbf{y}(\bar{u}(t), t)| \tag{10}
\end{equation*}
$$

describing the distance of both sets. Our main result is contained in the following statement.

Main Theorem. Let $\left\{\Sigma_{t}\right\}_{t \in\left[0, T_{\Sigma}\right)}$ be a $\mathcal{C}^{2,1}$-class moving hypersurface with normal velocity satisfying

$$
\begin{equation*}
v(\mathbf{y}, t) \geq \max _{1 \leq i<m} \kappa_{i}(\mathbf{y}, t) \tag{11}
\end{equation*}
$$

for all $t \in\left[0, T_{\Sigma}\right)$ and all $\mathbf{y} \in \Sigma_{t}$. Let $\Gamma_{t}$ satisfy (1-3) and evolve according to (4-5) with the initial condition $\Gamma_{0} \subset \Omega_{0}^{+}$and $\mathbf{X}_{\text {ini }} \in \mathcal{C}^{2}\left(\mathbb{S}^{1} ; \mathbb{R}^{m}\right)$.

We suppose that there exists $\varepsilon_{0}>0$ such that, for all $u \in \mathbb{S}^{1}$ and $t \in\left[0, T_{\Sigma}\right)$ for which $0<\operatorname{dist}\left(\mathbf{X}(u, t), \Sigma_{t}\right)<\varepsilon_{0}$, there exist $\mathbf{y}(u, t)$ and $\bar{u}(t)$ and equations (6-9)
are satisfied. Furthermore, assume that both the normal velocity $v$ of $\Sigma_{t}$ and the curvature $K$ of $\Gamma_{t}$ are uniformly bounded on $\left[0, \min \left\{T_{\Gamma}, T_{\Sigma}\right\}\right)$. Then

$$
\begin{equation*}
\forall t \in\left[0, \min \left\{T_{\Gamma}, T_{\Sigma}\right\}\right): R(t) \geq \min \left\{\varepsilon_{0}, R(0)\right\} \tag{12}
\end{equation*}
$$

Proof. According to (10), we abbreviate $\overline{\mathbf{X}}(t):=\mathbf{X}(\bar{u}(t), t), \overline{\mathbf{y}}(t):=\mathbf{y}(\bar{u}(t), t)$ and denote

$$
I_{\varepsilon}:=\left\{t \in\left[0, \min \left\{T_{\Gamma}, T_{\Sigma}\right\}\right): \operatorname{dist}\left(\overline{\mathbf{X}}(t), \Sigma_{t}\right)<\varepsilon\right\}
$$

for a particular $\varepsilon>0$. Now set $\varepsilon=\varepsilon_{0}$ from Remark 1 from which the formulae (6-9) hold on $I_{\varepsilon_{0}}$. As $d(\mathbf{X}(\cdot, t), t)$ attains its minimum at the point $\bar{u}(t)$ and is twice differentiable, we have

$$
\begin{equation*}
0=\left.\frac{\mathrm{d}}{\mathrm{~d} u}[d(\mathbf{X}(u, t), t)]\right|_{u=\bar{u}(t)}=\nabla d(\overline{\mathbf{X}}(t), t) \cdot \partial_{u} \mathbf{X}(\bar{u}(t), t) \tag{13}
\end{equation*}
$$

and

$$
\begin{align*}
0 & \leq\left.\frac{\mathrm{d}^{2}}{\mathrm{~d} u^{2}}[d(\mathbf{X}(u, t), t)]\right|_{u=\bar{u}(t)}=\left.\frac{\mathrm{d}}{\mathrm{~d} u}\left[\nabla d(\mathbf{X}(u, t), t) \cdot \partial_{u} \mathbf{X}(u, t)\right]\right|_{u=\bar{u}(t)} \\
& =\left[\mathbb{H} d(\overline{\mathbf{X}}(t), t) \partial_{u} \mathbf{X}(\bar{u}(t), t)\right] \cdot \partial_{u} \mathbf{X}(\bar{u}(t), t)+\nabla d(\overline{\mathbf{X}}(t), t) \cdot \partial_{u}^{2} \mathbf{X}(\bar{u}(t), t), \tag{14}
\end{align*}
$$

where

$$
\begin{gathered}
\partial_{u} \mathbf{X}(u, t)=\left|\partial_{u} \mathbf{X}(u, t)\right| \mathbf{T}(u, t) \\
\partial_{u}^{2} \mathbf{X}(u, t)=\left|\partial_{u} \mathbf{X}(u, t)\right|^{-1} \partial_{u}\left|\partial_{u} \mathbf{X}(u, t)\right| \partial_{u} \mathbf{X}(u, t)+\left|\partial_{u} \mathbf{X}(u, t)\right|^{2} K(u, t) \mathbf{N}(u, t)
\end{gathered}
$$

From (6) and (13), it follows that $\mathbf{T}(\bar{u}(t), t) \cdot \boldsymbol{\nu}(\mathbf{y}(t), t)=0$. Moreover,

$$
\begin{equation*}
\nabla d(\overline{\mathbf{X}}(t), t) \cdot \partial_{u}^{2} \mathbf{X}(\bar{u}(t), t)=-\left|\partial_{u} \mathbf{X}(\bar{u}(t), t)\right|^{2} \boldsymbol{\nu}(\overline{\mathbf{y}}(t), t) \cdot(K \mathbf{N})(\bar{u}(t), t) \tag{15}
\end{equation*}
$$

Substitution of (15) to (14) yields

$$
\begin{equation*}
[\mathbb{H} d(\overline{\mathbf{X}}(t), t) \mathbf{T}(\bar{u}(t), t)] \cdot \mathbf{T}(\bar{u}(t), t)-\boldsymbol{\nu}(\overline{\mathbf{y}}(t), t) \cdot(K \mathbf{N})(\bar{u}(t), t) \geq 0 \tag{16}
\end{equation*}
$$

In the second part of the proof, we show that the function $R$, introduced in (10), is Lipschitz continuous in $I_{\varepsilon_{0}}$. The definition of $\bar{u}(t)$ implies

$$
\begin{aligned}
R\left(t_{2}\right)-R\left(t_{1}\right) & =d\left(\mathbf{X}\left(\bar{u}\left(t_{2}\right), t_{2}\right), t_{2}\right)-d\left(\mathbf{X}\left(\bar{u}\left(t_{1}\right), t_{1}\right), t_{1}\right) \\
& \leq d\left(\mathbf{X}\left(\bar{u}\left(t_{1}\right), t_{2}\right), t_{2}\right)-d\left(\mathbf{X}\left(\bar{u}\left(t_{1}\right), t_{1}\right), t_{1}\right) .
\end{aligned}
$$

From properties of $d(\mathbf{X}(u, t), t)$, there is a constant $C>0$ such that for any fixed $u \in \mathbb{S}^{1}$ and for all $t \in I_{\varepsilon_{0}}$ we have

$$
\begin{aligned}
\left|\frac{\mathrm{d}}{\mathrm{~d} t} d(\mathbf{X}(u, t), t)\right| & =\left|\nabla d(\mathbf{X}(u, t), t) \cdot \partial_{t} \mathbf{X}(u, t)+\partial_{t} d(\mathbf{X}(u, t), t)\right| \\
& \leq|\nabla d(\mathbf{X}(u, t), t) \cdot K(u, t) \mathbf{N}(u, t)|+|v(\mathbf{y}(u, t), t)| \\
& \leq \sup _{t \in\left[0, \min \left\{T_{\Gamma}, T_{\Sigma}\right\}\right)}\left(\max _{u \in \mathbb{S}^{1}}|K(u, t)|+\max _{\mathbf{y} \in \Sigma_{t}}|v(\mathbf{y}, t)|\right)=: C
\end{aligned}
$$

due to the assumptions of Main Theorem. Thus $\left|R\left(t_{2}\right)-R\left(t_{1}\right)\right| \leq C\left|t_{2}-t_{1}\right|$. The Rademacher theorem (see [9]) implies the existence of a subset $N \subset I_{\varepsilon_{0}}$ with zero one-dimensional Lebesgue measure $\mu(N)=0$ such that for all $t \in I_{\varepsilon_{0}} \backslash N=: \tilde{I}_{\varepsilon_{0}}$ we have

$$
R^{\prime}(t)=\lim _{h \rightarrow 0^{+}} \frac{R(t+h)-R(t)}{h}=\lim _{h \rightarrow 0^{+}} \frac{R(t)-R(t-h)}{h} \leq C .
$$

For $t \in \tilde{I}_{\varepsilon_{0}}$ and small $h>0$ we have

$$
\begin{aligned}
R(t+h)-R(t) & \leq d(\mathbf{X}(\bar{u}(t), t+h), t+h)-d(\mathbf{X}(\bar{u}(t), t), t) \\
\text { and } R(t)-R(t-h) & \geq d(\mathbf{X}(\bar{u}(t), t), t)-d(\mathbf{X}(\bar{u}(t), t-h), t-h)
\end{aligned}
$$

Dividing by $h$ and letting $h \rightarrow 0^{+}$yields $R^{\prime}(t) \leq\left.\frac{\mathrm{d}}{\mathrm{d} t} d(\mathbf{X}(u, t), t)\right|_{u=\bar{u}(t)}$ and $R^{\prime}(t) \geq$ $\left.\frac{\mathrm{d}}{\mathrm{d} t} d(\mathbf{X}(u, t), t)\right|_{u=\bar{u}(t)}$. Thus we obtain equality

$$
\begin{aligned}
R^{\prime}(t) & =\left.\frac{\mathrm{d}}{\mathrm{~d} t} d(\mathbf{X}(u, t), t)\right|_{u=\bar{u}(t)}=\nabla d(\overline{\mathbf{X}}(t), t) \cdot \partial_{t} \mathbf{X}(\bar{u}(t), t)+\partial_{t} d(\overline{\mathbf{X}}(t), t) \\
& =-\boldsymbol{\nu}(\overline{\mathbf{y}}(t), t) \cdot(K \mathbf{N})(\bar{u}(t), t)+v(\overline{\mathbf{y}}(t), t)
\end{aligned}
$$

From (16) and the assumption (11), we get

$$
R^{\prime}(t) \geq-[\mathbb{H} d(\overline{\mathbf{X}}(t), t) \mathbf{T}(\bar{u}(t), t)] \cdot \mathbf{T}(\bar{u}(t), t)+\max _{1 \leq i<m} \kappa_{i}(\overline{\mathbf{y}}(t), t)
$$

The first term can be rewritten as

$$
\begin{aligned}
& {[\mathbb{H} d(\overline{\mathbf{X}}(t), t) \mathbf{T}(\bar{u}(t), t)] \cdot \mathbf{T}(\bar{u}(t), t) } \\
&=\left[(I+d(\overline{\mathbf{X}}(t), t) W(\overline{\mathbf{y}}(t), t))^{-1} W(\overline{\mathbf{y}}(t), t) \mathbf{T}(\bar{u}(t), t)\right] \cdot \mathbf{T}(\bar{u}(t), t) \\
& \quad=\sum_{i=1}^{m-1}\left[\mathbf{T}(\bar{u}(t), t) \cdot \mathbf{e}_{i}(\overline{\mathbf{y}}(t), t)\right]^{2} \frac{\kappa_{i}(\overline{\mathbf{y}}(t), t)}{1+d(\overline{\mathbf{X}}(t), t) \kappa_{i}(\overline{\mathbf{y}}(t), t)} .
\end{aligned}
$$

Since $d(\overline{\mathbf{X}}(t), t)$ is non-negative, we have

$$
\frac{\kappa_{i}(\overline{\mathbf{y}}(t), t)}{1+d(\overline{\mathbf{X}}(t), t) \kappa_{i}(\overline{\mathbf{y}}(t), t)} \leq \kappa_{i}(\overline{\mathbf{y}}(t), t) \leq \max _{1 \leq j<m} \kappa_{j}(\overline{\mathbf{y}}(t), t)
$$

Thus, since $\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{m-1}, \boldsymbol{\nu}\right\}$ is an orthonormal basis, we obtain

$$
R^{\prime}(t) \geq\left(-\sum_{i=1}^{m-1}\left[\mathbf{T}(\bar{u}(t), t) \cdot \mathbf{e}_{i}(\overline{\mathbf{y}}(t), t)\right]^{2}+1\right) \max _{1 \leq i<m} \kappa_{i}(\overline{\mathbf{y}}(t), t)=0
$$

We can define $c_{0}:=\min \left\{\varepsilon_{0}, R(0)\right\}>0$, where $R(0)>0$ follows from the assumption $\Gamma_{0} \subset \Omega_{0}^{+}$. We prove (12) by contradiction. Assume there would exist time $t_{1} \in\left(0, \min \left\{T_{\Gamma}, T_{\Sigma}\right\}\right)$ such that $R\left(t_{1}\right) \in\left(0, c_{0}\right)$ and $R\left(t_{1}\right) \leq R(t)$ for $t \in\left[0, t_{1}\right]$. Since the function $R$ is continuous on $\left[0, \min \left\{T_{\Gamma}, T_{\Sigma}\right\}\right.$ ), we can find $t_{0} \in\left[0, t_{1}\right)$ satisfying

$$
\begin{equation*}
R\left(t_{1}\right)<R\left(t_{0}\right) \quad \text { and } \quad R(t)<\varepsilon_{0} \text { for } t \in\left[t_{0}, t_{1}\right] \tag{17}
\end{equation*}
$$

Because $R^{\prime} \geq 0$ almost everywhere on $\left[t_{0}, t_{1}\right]$, we would get

$$
R\left(t_{1}\right)-R\left(t_{0}\right)=\int_{t_{0}}^{t_{1}} R^{\prime}(t) \mathrm{d} t \geq 0
$$

This contradicts (17). Hence we conclude that $R(t) \geq c_{0}$.
Remark 2. Note that for $m=2$, Main Theorem reduces to the classical result from [11, 10]. Namely, two initially disjoint planar curves moving according to the curvature flow cannot intersect.
5. Applications. The previous result has the following straightforward consequences.

Corollary 1. Let $\Gamma_{t}$ evolve according to (4-5) with the initial condition $\Gamma_{0}$ satisfying $\Gamma_{0} \cap \partial B\left(\mathbf{x}_{\mathbf{0}}, r_{0}\right)=\varnothing$ for some $\mathbf{x}_{\mathbf{0}} \in \mathbb{R}^{m}$ and $r_{0}>0$. Then

$$
\forall t \in\left[0, \min \left\{T_{\Gamma}, \frac{1}{2} r_{0}^{2}\right\}\right): \Gamma(t) \cap \partial B\left(\mathbf{x}_{\mathbf{0}}, \sqrt{r_{0}^{2}-2 t}\right)=\varnothing
$$

In particular, if $\Gamma_{0} \subset B\left(\mathbf{x}_{0}, r_{0}\right), T_{\Gamma} \leq \frac{1}{2} r_{0}^{2}$ has to be satisfied.

Proof. Let $\Sigma_{t}:=\partial B\left(\mathbf{x}_{\mathbf{0}}, \sqrt{r_{0}^{2}-2 t}\right)$ with the orientation defined by position of $\Gamma_{0}$ as $\Gamma_{0} \subset \Omega_{0}^{+}$. The hypersurface $\Sigma_{t}$ evolves according to its mean curvature as

$$
v=\max _{1 \leq i \leq m} \kappa_{i}= \pm\left(r_{0}^{2}-2 t\right)^{-\frac{1}{2}}
$$

where the sign is given by the orientation of $\Sigma_{t}$. Main Theorem guarantees that $\Gamma_{t} \subset \Omega_{t}^{+}$for all $t \in\left[0, \min \left\{T_{\Gamma}, \frac{1}{2} r_{0}^{2}\right\}\right)$.

In the following, we provide an alternative proof of the fact that spherical curves remain spherical under the curvature flow. The original proof is from [12] and simple implications of this statement can be found in [7, 15].

Corollary 2. Let $\Gamma_{t}$ evolve according to (4-5) with the initial condition $\Gamma_{0}$ satisfying $\Gamma_{0} \subset \partial B\left(\mathbf{x}_{\mathbf{0}}, r_{0}\right)$ for some $\mathbf{x}_{\mathbf{0}} \in \mathbb{R}^{m}$ and $r_{0}>0$. Then

$$
\forall t \in\left[0, \min \left\{T_{\Gamma}, \frac{1}{2} r_{0}^{2}\right\}\right): \Gamma_{t} \subset \partial B\left(\mathbf{x}_{\mathbf{0}}, \sqrt{r_{0}^{2}-2 t}\right)
$$

Proof. The Corollary 1 allows us to bound $\Gamma_{t}$ between two spheres

$$
\Gamma_{t} \subset B\left(\mathbf{x}_{\mathbf{0}}, \sqrt{r_{0}^{2}+\varepsilon-2 t}\right) \backslash \bar{B}\left(\mathbf{x}_{\mathbf{0}}, \sqrt{r_{0}^{2}-\varepsilon-2 t}\right)
$$

where $0<\varepsilon<r_{0}^{2}$ and $t \in\left[0, \min \left\{T_{\Gamma}, \frac{1}{2}\left(r_{0}^{2}-\varepsilon\right)\right\}\right)$. Passing $\varepsilon$ to 0 proves the statement.

Corollary 3. Let $\Gamma_{t}$ evolve according to (4-5) with the initial condition $\Gamma_{0}$ satisfying $\Gamma_{0} \subset \Omega$, where $\Omega \subset \mathbb{R}^{n}$ is a bounded convex set with a $\mathcal{C}^{2}$-class boundary $\partial \Omega$. Then

$$
\forall t \in\left[0, T_{\Gamma}\right): \Gamma_{t} \subset \Omega
$$

Proof. The convexity of $\Omega$ allows for a trivial choice of the moving hypersurface $\Sigma_{t}:=\partial \Omega$ with the normal velocity $v \equiv 0$. The assumption (11) from Main Theorem is satisfied because all principal curvatures of $\partial \Omega$ are non-positive.
6. Numerical approximation. The curvature flow of curves in $\mathbb{R}^{m}$ can be numerically treated in a way similar to [17]. First, we discretize spatial derivatives by means of the osculating circles and then solve the resulting system of time-dependent ODE's by means of the Runge-Kutta-Merson scheme.

A discrete curve $\tilde{\Gamma}$ is a finite set of nodes $\left\{\tilde{\mathbf{X}}_{i}\right\}_{i=0}^{N-1}$ connected by linear segments, where $N \in \mathbb{N}$ is the number of nodes. In order to simplify further notation for closed curves, we set $\tilde{\mathbf{X}}_{-1}:=\tilde{\mathbf{X}}_{N-1}$ and $\tilde{\mathbf{X}}_{N}:=\tilde{\mathbf{X}}_{0}$. The vector $K \mathbf{N}$ can be approximated by means of the geometrical approach based on osculating circles. The approximate values of $K$ and $\mathbf{N}$ at the node $\tilde{\mathbf{X}}_{i}$ are denoted by $\tilde{K}_{i}$ and $\tilde{\mathbf{N}}_{i}$, respectively.

Consider a particular node $\tilde{\mathbf{X}}_{i} \in \tilde{\Gamma}$, where $0 \leq i<N$. We define

$$
\begin{array}{ll}
\mathbf{u}:=\tilde{\mathbf{X}}_{i}-\tilde{\mathbf{X}}_{i-1}, & \tilde{\mathbf{X}}_{i-\frac{1}{2}}:=\frac{1}{2}\left(\tilde{\mathbf{X}}_{i-1}+\tilde{\mathbf{X}}_{i}\right) \\
\mathbf{v}:=\tilde{\mathbf{X}}_{i+1}-\tilde{\mathbf{X}}_{i}, & \tilde{\mathbf{X}}_{i+\frac{1}{2}}:=\frac{1}{2}\left(\tilde{\mathbf{X}}_{i}+\tilde{\mathbf{X}}_{i+1}\right)
\end{array}
$$

as shown in Figure 2. In order to approximate the curvature $K$, we find the center $\mathbf{S}$ of the circle $c$ defined by the points $\tilde{\mathbf{X}}_{i-1}, \tilde{\mathbf{X}}_{i}{\underset{\sim}{\mathbf{X}}}_{i} \tilde{\mathbf{X}}_{i+1}$. Since $c$ is the circumscribed circle of the triangle with the vertices $\tilde{\mathbf{X}}_{i-1}, \tilde{\mathbf{X}}_{i}$ and $\tilde{\mathbf{X}}_{i+1}$ and lies in the osculating plane, the point $\mathbf{S}$ has to satisfy the following conditions:


Figure 2. Visualization of the geometric quantities defined in the osculating plane.

$$
\begin{align*}
& \mathbf{S}-\tilde{\mathbf{X}}_{i} \in\{\mathbf{u}, \mathbf{v}\}_{\text {span }}  \tag{18}\\
& \mathbf{S}-\tilde{\mathbf{X}}_{i-\frac{1}{2}} \perp \mathbf{u}  \tag{19}\\
& \mathbf{S}-\tilde{\mathbf{X}}_{i+\frac{1}{2}} \perp \mathbf{v} \tag{20}
\end{align*}
$$

First condition (18) implies the existence of $t_{1}, t_{2} \in \mathbb{R}$, such that $\mathbf{S}=\tilde{\mathbf{X}}_{i}+t_{1} \mathbf{u}+t_{2} \mathbf{v}$. This allows us to rewrite (19) and (20) as

$$
\begin{aligned}
& \left(\mathbf{S}-\tilde{\mathbf{X}}_{i-\frac{1}{2}}\right) \cdot \mathbf{u}=t_{1}|\mathbf{u}|^{2}+t_{2} \mathbf{v} \cdot \mathbf{u}-\left(\tilde{\mathbf{X}}_{i-\frac{1}{2}}-\tilde{\mathbf{X}}_{i}\right) \cdot \mathbf{u}=0 \\
& \left(\mathbf{S}-\tilde{\mathbf{X}}_{i+\frac{1}{2}}\right) \cdot \mathbf{v}=t_{1} \mathbf{u} \cdot \mathbf{v}+t_{2}|\mathbf{v}|^{2}-\left(\tilde{\mathbf{X}}_{i+\frac{1}{2}}-\tilde{\mathbf{X}}_{i}\right) \cdot \mathbf{v}=0
\end{aligned}
$$

The parameters $t_{1}$ and $t_{2}$ can be obtained by solving the following linear system:

$$
\mathbb{A} \cdot\binom{t_{1}}{t_{2}}:=\left(\begin{array}{ll}
|\mathbf{u}|^{2} & \mathbf{u} \cdot \mathbf{v}  \tag{21}\\
\mathbf{u} \cdot \mathbf{v} & |\mathbf{v}|^{2}
\end{array}\right) \cdot\binom{t_{1}}{t_{2}}=\binom{\left(\tilde{\mathbf{X}}_{i-\frac{1}{2}}-\tilde{\mathbf{X}}_{i}\right) \cdot \mathbf{u}}{\left(\tilde{\mathbf{X}}_{i+\frac{1}{2}}-\tilde{\mathbf{X}}_{i}\right) \cdot \mathbf{v}}=\binom{-\frac{1}{2}|\mathbf{u}|^{2}}{\frac{1}{2}|\mathbf{v}|^{2}}
$$

When $\operatorname{det} \mathbb{A}=|\mathbf{u}|^{2}|\mathbf{v}|^{2}-(\mathbf{u} \cdot \mathbf{v})^{2}=0$, the points $\tilde{\mathbf{X}}_{i-1}, \tilde{\mathbf{X}}_{i}$ and $\tilde{\mathbf{X}}_{i+1}$ are collinear and we set $\tilde{K}_{i}:=0$. Otherwise, the system (21) has a unique solution

$$
t_{1}=-\frac{|\mathbf{v}|^{2}\left(|\mathbf{u}|^{2}+\mathbf{u} \cdot \mathbf{v}\right)}{2 \operatorname{det} \mathbb{A}}, \quad t_{2}=\frac{|\mathbf{u}|^{2}\left(|\mathbf{v}|^{2}+\mathbf{u} \cdot \mathbf{v}\right)}{2 \operatorname{det} \mathbb{A}}
$$

Then the curvature $\tilde{K}_{i}$ is calculated as the reciprocal of the radius $r$ of the osculation circle $c$ (see Figure 2)

$$
\tilde{K}_{i}:=\frac{1}{r}=\left|\tilde{\mathbf{X}}_{i}-\mathbf{S}\right|^{-1}=\left|t_{1} \mathbf{u}+t_{2} \mathbf{v}\right|^{-1}
$$

The principal normal vector $\mathbf{N}$ is approximated by the expression

$$
\tilde{\mathbf{N}}_{i}:=\tilde{K}_{i}\left(\mathbf{S}-\tilde{\mathbf{X}}_{i}\right)
$$

Semi-discrete scheme. For numerical integration of the initial value problem

$$
\begin{align*}
\frac{\mathrm{d} \tilde{\mathbf{X}}_{i}}{\mathrm{~d} t} & =\tilde{K}_{i}^{2}\left(\mathbf{S}_{i}-\tilde{\mathbf{X}}_{i}\right),  \tag{22}\\
\left.\tilde{\mathbf{X}}_{i}\right|_{t=0} & =\mathbf{X}_{i n i}\left(\frac{2 \pi i}{N}\right) \tag{23}
\end{align*}
$$

we use the 4th order accurate Runge-Kutta-Merson method with an automatic time step adjustment as in [6].

Denoting $\tilde{\mathbf{X}}=\left(\tilde{\mathbf{X}}_{0}, \ldots, \tilde{\mathbf{X}}_{N-1}\right)$ and $\mathbf{F}_{i}(\tilde{\mathbf{X}})=\tilde{K}_{i} \tilde{\mathbf{N}}_{i}$, system (22-23) has the following form

$$
\tilde{\mathbf{X}}_{i}^{\prime}(t)=\mathbf{F}_{i}(\tilde{\mathbf{X}}(t))
$$

We denote the time step $\tau>0$ and the time level $\tilde{t}$. The next time level is given by the formula

$$
\tilde{\mathbf{X}}(\tilde{t}+\tau)=\tilde{\mathbf{X}}(\tilde{t})+\frac{1}{6}\left(\mathbf{k}_{1}+4 \mathbf{k}_{4}+\mathbf{k}_{5}\right)
$$

where $\mathbf{k}_{j}=\left(\mathbf{k}_{j, 0}, \ldots, \mathbf{k}_{j, N-1}\right)$ is given by

$$
\begin{aligned}
\mathbf{k}_{1, i} & =\mathbf{F}_{i}(\tilde{\mathbf{X}}(\tilde{t})) \\
\mathbf{k}_{2, i} & =\mathbf{F}_{i}\left(\tilde{\mathbf{X}}(\tilde{t})+\frac{\tau}{3} \mathbf{k}_{1}\right) \\
\mathbf{k}_{3, i} & =\mathbf{F}_{i}\left(\tilde{\mathbf{X}}(\tilde{t})+\frac{\tau}{6}\left(\mathbf{k}_{1}+\mathbf{k}_{2}\right)\right) \\
\mathbf{k}_{4, i} & =\mathbf{F}_{i}\left(\tilde{\mathbf{X}}(\tilde{t})+\frac{\tau}{8}\left(\mathbf{k}_{1}+3 \mathbf{k}_{3}\right)\right) \\
\mathbf{k}_{5, i} & =\mathbf{F}_{i}\left(\tilde{\mathbf{X}}(\tilde{t})+\frac{\tau}{2}\left(\mathbf{k}_{1}-3 \mathbf{k}_{3}+4 \mathbf{k}_{4}\right)\right)
\end{aligned}
$$

The time step $\tau$ is updated at each iteration as in [13], page 246.

$$
\tau_{\text {new }}=\left(\frac{\delta}{\varepsilon}\right)^{\frac{1}{5}} \omega \tau, \quad \text { where } \varepsilon=\max _{0 \leq i<N} \frac{1}{3}\left|\frac{1}{5} \mathbf{k}_{1, i}-\frac{9}{10} \mathbf{k}_{3, i}+\frac{4}{5} \mathbf{k}_{4, i}-\frac{1}{10} \mathbf{k}_{5, i}\right|
$$

The control parameters $\omega$ and $\delta$ must satisfy $0<\omega<1$ and $\delta>0$.
7. Numerical verification. We include two computational examples serving both as verification of the numerical scheme and testing of the properties of moving spherical curves. According to Corollary 2, spherical curves under the curvature flow should remain embedded in a shrinking sphere.

We assume that $\Gamma_{0}$ is embedded in a unit sphere centered at the origins. The deviation of the discretized curve from the shrinking sphere radius is characterized by

$$
\begin{aligned}
\mathcal{E}_{\infty}(N) & :=\max _{\tilde{t}} \max _{0 \leq i<N}| | \tilde{\mathbf{X}}_{i}(\tilde{t})|-\sqrt{1-2 \tilde{t}}| \\
\mathcal{E}_{p}(N) & :=\max _{\tilde{t}}\left(\frac{1}{L(\tilde{t})} \sum_{i=0}^{N-1} \frac{l_{i+1}(\tilde{t})+l_{i}(\tilde{t})}{2}| | \tilde{\mathbf{X}}_{i}(\tilde{t})|-\sqrt{1-2 \tilde{t}}|^{p}\right)^{\frac{1}{p}}
\end{aligned}
$$

where $p \in \mathbb{N}, L(\tilde{t}):=\sum_{i=0}^{N-1} l_{i}(\tilde{t})$ and $l_{i}(\tilde{t}):=\left|\tilde{\mathbf{X}}_{i}(\tilde{t})-\tilde{\mathbf{X}}_{i-1}(\tilde{t})\right|$.
The Experimental Order of Convergence (EOC) used in [21, 8] is calculated as

$$
\operatorname{EOC}_{p}\left(N_{1}, N_{2}\right):=\frac{\log \frac{\mathcal{E}_{p}\left(N_{1}\right)}{\mathcal{E}_{p}\left(N_{2}\right)}}{\log \frac{N_{2}}{N_{1}}}
$$

where $p \in \mathbb{N}$ or $p=\infty$. The following numerical simulations were performed by using the semi-discrete scheme (22-23) with the control parameters $\delta=10^{-5}$ and $\omega=0.8$ as suggested in [13], page 246.

Example 1. The initial curve $\Gamma_{0}$ for the first example is given by the parametrization

$$
\mathbf{X}\left(\frac{u+\pi}{2 \pi}, 0\right)=\left(\begin{array}{c}
\cos (6 u) \sin u \\
\sin (6 u) \sin |u| \\
-\cos u
\end{array}\right), \quad u \in[-\pi, \pi]
$$

The results of the numerical simulation are presented in Table 1 and Figure 3.

Table 1. Results of the numerical computation from Example 1. The error measurements were taken during time interval [0, 0.45].

| $N$ | $\mathcal{E}_{\infty}(N)$ | $\mathrm{EOC}_{\infty}$ | $\mathcal{E}_{1}(N)$ | $\mathrm{EOC}_{1}$ | $\mathcal{E}_{2}(N)$ | $\mathrm{EOC}_{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 100 | $1.0205 \cdot 10^{-2}$ |  | $9.3770 \cdot 10^{-3}$ | 2.0540 | $6.4629 \cdot 10^{-3}$ |  |
| 200 | $2.5018 \cdot 10^{-3}$ |  | $2.2581 \cdot 10^{-3}$ | 1.9449 | $1.5292 \cdot 10^{-3}$ | 2.0794 |
| 400 | $6.5329 \cdot 10^{-4}$ | 1.9372 | $5.8649 \cdot 10^{-4}$ | $2.976 \cdot 10^{-4}$ | 1.9758 |  |
| 800 | $1.6623 \cdot 10^{-4}$ | 1.9746 | $1.4426 \cdot 10^{-4}$ | 2.0234 | $3.8876 \cdot 10.9924$ |  |
| 1600 | $5.0943 \cdot 10^{-5}$ | 1.7062 | $3.5888 \cdot 10^{-5}$ | 2.0071 | $9.7702 \cdot 10^{-5}$ | 1.9 .0183 |



Figure 3. Results of the numerical simulation from Example 1. The discretized curve is visualized at four different time levels along with the corresponding sphere.

Example 2. The initial curve $\Gamma_{0}$ for the second example is given by the parametrization

$$
\mathbf{X}\left(\frac{u}{2 \pi}, 0\right)=\frac{1}{\sqrt{1+(5 \cos (10 u))^{2}}}\left(\begin{array}{c}
\cos u \\
\sin u \\
5 \cos (10 u)
\end{array}\right), \quad u \in[0,2 \pi]
$$

The results of the numerical simulation are presented in Table 2 and Figure 4.
8. Conclusions. We have compared the curvature flow of closed curves in $\mathbb{R}^{m}$ with a family of moving hypersurfaces and further analyzed the special case of shrinking spheres. Main Theorem allows us to bound evolving curves by a family of shrinking spheres and provides an alternative proof to the known result for evolving spherical curves. The motion of curves embedded in sphere, defined by a parametrization, was also analyzed numerically by means of a semi-implicit scheme with discretization based on osculating circles in which the second-order convergence can be observed. The accuracy can be further improved by adding a non-trivial tangential velocity for preventing local aggregation of points (see [4]).

TABLE 2. Results of the numerical computation from Example 2. The error measurements were taken during time interval [0, 0.45].

| $N$ | $\mathcal{E}_{\infty}(N)$ | $\mathrm{EOC}_{\infty}$ | $\mathcal{E}_{1}(N)$ | $\mathrm{EOC}_{1}$ | $\mathcal{E}_{2}(N)$ | $\mathrm{EOC}_{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 400 | $1.1538 \cdot 10^{-1}$ |  | 1.9639 | $1.1538 \cdot 10^{-1}$ |  |  |
| 800 | $2.9575 \cdot 10^{-2}$ | 2.0276 | $2.9574 \cdot 10^{-2}$ | 2640 | $1.0340 \cdot 10^{-1}$ |  |
| 1200 | $1.2998 \cdot 10^{-2}$ | 2.2232 |  |  |  |  |
| 1600 | $7.2659 \cdot 10^{-3}$ | 2.0218 | $1.2996 \cdot 10^{-2}$ | 2.0280 | $2.2146 \cdot 10^{-2}$ | 2.22975 |
| 2000 | $4.6211 \cdot 10^{-3}$ | 2.0281 | $7.2636 \cdot 10^{-3}$ | 2.0222 | $9.4608 \cdot 10^{-3}$ | 2.0975 |



Figure 4. Results of the numerical simulation from Example 2. The discretized curve is visualized at four different time levels along with the corresponding sphere.
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